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Motivation

https://sunth-data-acl.github.io/



https://synth-data-acl.github.io/

Data — NLP Progress

Language models are built on data
Pre-training
Raw text x

Supervised Fine Tuning

Input x, output y

Reasoning Training

Input x, output y, latent reasoning z

> P(X)

R CARY.

> P(ylz, x)P(z]| x)
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Where do we get data?

e Scraping the internet
e [ abeling manually
e Collecting from system users

e Creaqtive curation



Why is this not enough?

e Scraping the internet
e [ abeling manually
e Collecting from system users

e Creaqtive curation

Too noisy, too massive

Too expensive, annotators
not available

Chicken and egg, privacy
implications

Limited applicability



Synthetic data to the rescue!

Create data order-made that is

e Relatively clean
e Appropriately sized (not too big/small)
e Tailored to individual tasks

e [lexible

But getting all of these at once is hard!



But generating good synthetic data is hard...

The input distribution may be off, or not diverse enough
;tPsgnth(X)

The labels may be wrong

gz‘rue
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In this tutorial we will cover

/ 2:00pm: How do we evaluate data quality? [Graham]

/' 2:20pm: How do we create high-quality synthetic data? [Alisa]
2 3:05pm: How do we use synthetic data (Pt 1)? [Vijay]

‘ 3:30pm: 30 minute-break
2 4:00pm: How do we use synthetic data (Pt 2)? [Vijay]

ﬁs 4:25pm: Scenario-specific applications [ Xiang]

Q 5:00pm: Limitations and open questions [Yizhong]

2 5:30pm: End

—



In this tutorial we will cover

/ 2:00pm: How do we evaluate data quality? [Graham]



What is “high-quality” synthetic
data?
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Evaluation of synthetic data
e Extrinsic: Does it help in a downstream task?

Method 1 Data 1 Model 1 Eval 1

Method 2 Data 2 Model 2 Eval 2

e Intrinsic: What are the characteristics of the data or
generation process?

11



Intrinsic Eval: Data Correctness

e Questions regarding whether the data is correct, judged
by manual or automatic methods
e FE.g. Self-Instruct manually annotates:

Quality Review Question Yes %
Does the instruction 929
describe a valid task? v
Is the input appropriate 799

for the instruction?

Is the output a correct and acceptable 5o
response to the instruction and input? Y

All fields are valid 54%

Self-Instruct: Aligning Language Models with Self-Generated Instructions (Wang et al., 2022)



https://arxiv.org/abs/2212.10560

Intrinsic Eval: Data Diversity/Coverage

e How well does the generated data cover the plausible
data distribution?
e E.g. DataTune evaluates bigram diversity

Dataset Unique Bigrams Total Tokens
Per Example Per Example

Code Line Description

Gold 13.2 323
Synthetic 2.5 35.0
Transformed 14.9 86.9
Elementary Math
Gold 10.8 48.6
Synthetic 33 344
Transformed 11.6 43.8
Implicatures

Gold 9.9 24.1
Synthetic 2.7 27.7
Transformed 17.8 39.8

Better Synthetic Data by Retrieving and Transforming Existing Datasets (Gandhi et al., 2024)



https://aclanthology.org/2024.findings-acl.385/

Intrinsic Eval: Other Metrics

e Many other dimensions, e.g. privacy, fairness, distributional similarity
e E.g. SynthTextEval toolkit

Synthetic Text \

A

Generation >

A

Original Text

User Input

Evaluation Metrics

Canary attacks

Entity-based metrics

Classification

-

Coreference resolution

Equalized Odds

Equal Differences

)
)
)
]
)
)

Quality <

DescnpUVe
Statistics

Perplexity

Frechet Inception Dist.

MAUVE

N-gram Frequency

Entity Frequency

TF-IDF

[
[
[
[
[
I
[

Topic Modeling (LDA)

Evaluation Summary:
Statistics & Visualization

)
)
)
] I ——s
)
)
)

Figure 1: Architecture overview of SYNTHTEXTEVAL.

SunthTextEval: Synthetic Text Data Generation and Evaluation for High-Stakes Domains (Ramesh et al. 2025)



https://arxiv.org/abs/2507.07229

Evaluating Language Models as Data Generators

e We can also evaluate language models based on their ability to
generate synthetic data

e E.g. AgoraBench, which measures synthetic data by different LMs based
on its ability to match manually created data (at what cost)

; ; Llama-31-88 | APICost I;f)‘l’i’ | l();::.a
:19.84 28.08 - Llalpa-3.1-83 : Data Generator N
- . * trained on D, . Input Output | Avg | o0 2
' ' ! ‘ | Bench
: : Llama-3.1-8B :
" ' ) -Instruct ' GPT-40 $2.50  $10.00 | 80.9 | 29.5%
i . . GPT-40-mini $0.15  $0.60 | 754 | 192%
kA : 3460 Claude-3.5-Sonnet | $3.00  $15.00 | 80.5 | 23.6%
. T s . Llama-3.1-405B | $1.79  $1.79 | 75.0 | 11.3%
28.08 -19.84 Llama-3.1-70B $0.35  $0.40 | 69.6 | 14.1%
PGR(TB)= ———— =55.56 (% W
(T.B)= 3260-19.84 (%) Llama-3.1-8B $0.055 $0.055 | 50.2 | 15.9%

Evaluating Language Models as Sunthetic Data Generators (Kim et al. 2024)



https://arxiv.org/abs/2412.03679

Questions?
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In this tutorial we will cover

# 2:20pm: How do we create high-quality synthetic data? [Alisa]

17



How do we create synthetic
data?

18



Approaches to synthetic data creation

Sampling-based generation
Back-translation
Transformation of existing data
Human-Al collaboration

Symbolic generation

19



Approaches to synthetic data creation

Sampling-based data generation

20



Background: knowledge distillation

Train student model to mimic the teacher’s predicted
probability distribution (e.g., over words)

Ground Truth
E c D

. “Once the cumbersome model has
HH - been trained, we can then use a
Nl ‘ different kind of training, which we call

I hof “distillation” to transfer the knowledge
sk 41 %J EJ ’ to a small model”
H B B
Tea_cher_Netw_ork Student Network

Word-Level Knowledge Distillation

Distilling the Knowledge in a Neural Network (Hinton et al., 2015) 21



https://arxiv.org/abs/1606.07947

Sequence -level knowledge distillation

Train student on complete generations (i.e., sequences of
words) from the teacher

Ground Truth Beam
E C D ACF

]
o 0

e of = o

SREeSSUR Y Rlipoys e s

Teacher Network

s o - o

H D H Student Network
Teacher Netw_ork Student Network
Word-Level Knowledge Distillation Sequence-Level Knowledge Distillation

Sequence-Level Knowledge Distillation (Kim & Rush, 2016)

22


https://arxiv.org/abs/1606.07947

Sampling-based data generation

Generate data from a LM for training another LM

23



Generating task data from LMs

Use GPT-3’s in-context learning ability to generate new

examples of arbitrary tasks

p
Task: Write two sentences that mean

the same thing

Sentence 1: A man is playing the flute
Sentence 2: He's playing the flute

-

)

Generating Datasets with Pretrained Language Models (Schick & Schitze, 2021)

Create sentence-similarity
examples by prompting
the model to write similar
(or dissimilar) sentences!

24


https://aclanthology.org/2021.emnlp-main.555/

Generating instruction data from scratch

Instead of generating more examples under a given task,
generate completely new tasks

: : )
Come up with a series of //Come up with examples for the A
tasks. following tasks.
{in-context examples} {in-context examples}
Task: Given an address and Task: Given an address and city, come
city, come up with the zip up with the zip code.
\?ode. P Input: 123 Main Street, San Francisco
Output: 94105
- J

Self-Instruct: Aligning Language Models with Self-Generated Instructions (Wang et al.. 2022) 75
Unnatural Instructions: Tuning Language Models with (Almost) No Human Labor (Honovich et al.. 2022)



https://arxiv.org/abs/2212.10560
https://aclanthology.org/2023.acl-long.806/

Generating instruction data from scratch

From just 175 seed examples — ~100K new examples

" " . s Step 2: Classification
17§ seed ta.sks with Task Pool Step 1: Instruction Generation Task Identification
1 instruction and - ~8
1 instance per task o) ()
g: N—r, LM Instruction : Give me a quote from a ’ M
o= N’ 7 )
o famous person on this topic.

Step 3: Instance Generation

Yes
Instruction : Find out if the given text is in favor of or against abortion.
Step 4: Filtering

Class Label: Pro-abortion :

Input: Text: I believe that women should have the right to choose whether or not A W
they want to have an abortion. Output-first LM

Instruction : Give me a quote from a famous person on this topic. W No

Input: Topic: The importance of being honest.

Output: "Honesty is the first chapter in the book of wisdom." - Thomas JeffersonJ Input-first

Self-Instruct: Aligning Language Models with Self-Generated Instructions (Wang et al., 2022)
Unnatural Instructions: Tuning Language Models with (Almost) No Human Labor (Honovich et al.. 2022)

26


https://arxiv.org/abs/2212.10560
https://aclanthology.org/2023.acl-long.806/

Generating instruction data from scratch

Finetuning GPT-3 on self-generated data improves over
existing instruction datasets

= A: correct and satisfying response = B: acceptable response with minor imperfections

C: responds to the instruction but has significant errors = D: irrelevant or invalid response

\sé““ W

1

100%

75%

50%

25%

G?""—’ ¥ At

Self-Instruct: Aligning Language Models with Self-Generated Instructions (Wang et al., 2022) 27



https://arxiv.org/abs/2212.10560

Generating instruction data from scratch

Generated data is more diverse than human-written data

800 Super-Natural
Unnatural
600
=
3
U 400 ]
200 -
0

03 04 05 06 0.7 08 0.9
Similarity (BERTScore)

Unnatural Instructions: Tuning Language Models with (Almost) No Human Labor (Honovich et al.. 2022)



https://aclanthology.org/2023.acl-long.806/

Generating instruction data from scratch

In both Self-Instruct data and Unnatural Instructions, only
half of the examples are actually correct (1)

Quality Review Question Yes % 113 of the 200 analyzed examples (56.5%) are
correct. Of the 87 incorrect examples, 9 (4.5%) had
incomprehensible instructions, 35 (17.5%) had an
input that did not match the task description, and 43
(21.5%) had incorrect outputs.

Does the instruction
describe a valid task? 92%

Is the input appropriate
for the instruction? 9%

Is the output a correct and acceptable 58
response to the instruction and input? ¢

All fields are valid 54%

Table 2: Data quality review for the instruction, input,
and output of the generated data.

Self-Instruct: Aligning Language Models with Self-Generated Instructions (Wang et al.. 2022)
Unnatural Instructions: Tuning Language Models with (Almost) No Human Labor (Honovich et al.. 2022)

29



https://arxiv.org/abs/2212.10560
https://aclanthology.org/2023.acl-long.806/

Takeaways from early efforts

Synthetic data can reflect creativity & diversity difficult to
elicit from crowdworkers

Diversity can be more valuable than correctness!
Synthetic data can sometimes enable self-improvement

Data creation becomes a complex pipeline

30



Approaches to synthetic data creation

Sampling-based generation
Back-translation
Transformation of existing data
Human-Al collaboration

Symbolic generation

31



Approaches to synthetic data creation

Back-translation

32



Background: back-translation in MT

ild a reverse model from English to Zul

W Transformer B3 -)
English ’ M odel

Hm n-produced
ning data

Given an output, generate @
corresponding input

2. Translate lar nglish i verse model

’

Lar gEgIhtxtw/
Zulu translatiol

Since models are trained to
produce outputs, we want
those to be natural (inputs can
be unnatural)

Improving Neural Machine Translation Models with Monolingual Data (Sennrich et al.. 2016)



https://aclanthology.org/P16-1009/

Instruction back-translation

Given web text y, generate instruction x for which y would
be a good response

Output: It doesn’t matter where you are in the world, how old
you are, or how much you know about meditation, it’'s for
everyone. The benefits of meditation are endless. Medication
can be as simple as sitting quietly for five minutes..

What kind of instruction could this be the answer to?
Instruction: Write an essay about the benefits of meditation.

LongForm: Effective Instruction Tuning with Reverse Instructions (Koksal et al.. 2023)
Self-Alignment with Instruction Backtranslation (Li et al., 2023)

34


https://aclanthology.org/2024.findings-emnlp.414/
https://openreview.net/forum?id=1oijHJBRsT

Approaches to synthetic data creation

Sampling-based generation
Back-translation
Transformation of existing data
Human-Al collaboration

Symbolic generation

35



Approaches to synthetic data creation

Transformation of existing data

36



Transformation of existing data

Use or retrieve existing data, then transform it into an
example under the desired task

37



Transform existing data into task examples

Input Prompt

Given a task,

Give an English language description of Python code

Retrieval (cross-task transfer
using existing datasets)

1. Retrieve relevant

Data ID Question Solution Test Cases
datasets or documents  curation | " Twicanicenion e v sesrenir
(Manual or or searching a a 1? i ow: Sute

number in sorted array

7. Transform them into Synthetic) | " FeTSERTER R ., -..-s

What is count of each def count_char(str): str="acaa"
char in a string return Counter(str) out={a:3, c:1}

data under the desired STransiormation
d (synthetically adapt datasets) JI
task S

N—) Input_col Output_col

N
¢ Give an english language o b
description of this code: e ua el
def fn(..): search on a
if high>=low: sorted array

Better Synthetic Data by Retrieving and Transforming Existing Datasets (Gandhi et al.. 2024)
Sunthetic Dataset Generation Through Corpus Retrieval and Augmentation (Ziegler et al.. 2024)

38


https://aclanthology.org/2024.findings-acl.385/
https://arxiv.org/abs/2409.02098

Ground generation in knowledge graphs

Condition on data from ¢
large commonsense
knowledge graph to
produce diverse dialogues

o .
'(.‘f;‘,“j Social ¢ Head: PersonX moves a step closer to the goal
oL Commonsense - ¢ Relation: xNeed

Knowledge ¢ Tail: to take the first step

Social Madeleine took the first step towards her
\ Narrative goal, and with her coach'’s encouraging
words, she moves one step closer.

Madeleine: Hey coach,
| wanted to talk to you about
my performance today.

Social

Add | >
o Dialogue

Context
with LLM ©

Coach: Well Madeleine, you're

progressing nicely. You've
come a long way since we first
started working together.

39

SODA: Million-scale Dialogue Distillation with Social Commonsense Contextualization (Kim et al., 2023)



https://aclanthology.org/2023.emnlp-main.799/

Extract instruction data from the web

|dentify pages that may contain questions & answers, then
extract and refine them!

Extract Refine

B Raw Docs Unformatted Text, Site Information, Ads
Topics Science\nAnatomy&Physiology\nAstronomy\nAstrophysics
\nBiology\nChemistry \n...Socratic Meta...Featured Answers

How do you simplify #((u”4v”3)/(u”2v”-1)"4)"0# and write it using only
positive exponents?

Answer by NickTheTurtle (Apr 1, 2017)

Explanation:\nAnything raised to the \(0”{th}\) power is simply 1.
\n\nRelated Questions\n What is the quotient of powers property?
\n\n\n\n How do you simplify expressions using the quotient
rule?...\nImpact of this question\n1274 views around the world
#Apps\niOS\nAndroid\nLinks\n[Privacy](#)\n[Terms](#)\n[Help](#)

@ Extract

% Extracted QA Formatted QA but lacking detailed solutions
Question: How do you simplify (u* v3/w? v~ )*)? and write it using
only positive exponents?

Answer: Explanation: Anything to the Oth power is just simply 1.

MAMMoTH2: Scaling Instructions from the Web (Yue et al

Rewrite

—

. 2024)

= — 8

Raw Doc Extracted QA Refined QA

Question:

How do you simplify (u* v3/(u? v~ )*)%and write it using only
positive exponents?

Answer:

To simplify the expression (u*v3/(u?v=1)*)° and rewrite it
using only positive exponents, we start by evaluating the
expression from the innermost operation outward.

First, consider the exponent of zero on the entire fraction:
Any expression raised to the power of zero is equal to 1 (provided
the base is not zero). Therefore, (u* v3/(u? v=1)")° =1

This simplification makes the other calculations unnecessary
because raising any non-zero expression to the power of zero will
always resultin 1.

So, the simplified expression is simply: 1

40


https://arxiv.org/abs/2405.03548

Rephrasing documents for pretraining

Use LMs to paraphrase noisy web text to create new datal!

For the following paragraph give me a
paraphrase of the same in high quality English

language as in sentences on W/k/ped/a 5 47
£ 6
Rephrase a 4
Model ;%é 2 45
IS
L 44
n
5 43
)
f N === \VRAP-85B (ours)
Synth [} o 42 _
Data O > / ===mm  (C4-85B
) < : -
= 41 @ e== C4-170B
— — == RW-300B
> l % 40
Web i
Noisy % 0 100 . 200. . 300
# Pre-training % Tokens seen (in Billions)
-l

Rephrasing the Web: A Recipe for Compute and Data-Efficient Language Modeling (Maini et al.. 2024) 4



https://arxiv.org/abs/2401.16380

Approaches to synthetic data creation

Sampling-based generation
Back-translation
Transformation of existing data
Human-Al collaboration

Symbolic generation

42



Approaches to synthetic data creation

Human-Al collaboration

43



Human-Al collaboration

LMs are creative & diverse, but not reliably correct

Humans can verify & improve correctness, but are not
good at enumerating what they know

Combine the best of both worlds for data creation!

44



in-context

Human-Al collaboration for NLI  campies

Crowdworkers revise & label ]

generated data —

Turns writing task into editing task! I/.\ @I

WANLI: Worker and Al Collaboration for Natural Language Inference Dataset Creation (Liu et al., 2022)
SynthBio: A Case Studu in Faster Curation of Text Datasets (Yuan et al.. 2021

45


https://aclanthology.org/2022.findings-emnlp.508/
https://openreview.net/forum?id=Fkpr2RYDvI1

Route instances for human vs. Al feedback

Use router to solicit preference annotation from either
human or LM

P A 3 Reward RLHF Policy
() ygn Train Model Model
z? yf)

Huybrid Preferences: Learning to Route Instances for Human vs. Al Feedback (Miranda et al.. 2024)

46


https://arxiv.org/abs/2410.19133

Approaches to synthetic data creation

Sampling-based generation
Back-translation
Transformation of existing data
Human-Al collaboration

Symbolic generation

47



Approaches to synthetic data creation

Symbolic generation

48



Symbolic generation

Doing initial pretraining on formal languages can lead to
faster LM training and better generalization

Language Example
1-Dyck (CO)))
k-Dyck ({31
k-Shuffle Dyck CLEd )3
ww 123123

Between Circuits and Chomskuy: Pre-pretraining on Formal Languages Imparts Linquistic Biases (Hu et al.. 2024)

3.80

Loss (<)

LM Loss

3.75 7

49



https://arxiv.org/abs/2502.19249

summary

Sampling-based generation: Generate examples from
scratch from LMs

Back-translation: Given an output, generate an input

Transformation of existing data: Transform existing data
into examples of the desired task

Human-Al collaboration: Mix LM generation & human
annotation

Symbolic generation: Rule-based generation

50



Approaches to data filtering
Diversity filtering
Quality filtering

Correctness filtering

51



Diversity filtering: surface-level heuristics

Filter similar examples as defined by

ROUQG'L (Self-Instruct; Impossible Distillation)

52


https://aclanthology.org/2023.acl-long.754/
https://aclanthology.org/2024.naacl-long.250

Diversity filtering: surface-level heuristics

Filter similar examples as defined by

ROUQ@'L (Self-Instruct; Impossible Distillation)

Embedding similarity (opit, biverseEvol, DEITA)

@
OOO
O
2
3
@
@e o
@® o @

QDIT

53


https://aclanthology.org/2023.acl-long.754/
https://aclanthology.org/2024.naacl-long.250
https://arxiv.org/abs/2311.14736
https://arxiv.org/abs/2311.08182
https://arxiv.org/abs/2312.15685

Diversity filtering: surface-level heuristics

Filter similar examples as defined by

Rouge-L (self-nstruct;

mpossible Distillation)

Embedding similoritg (QDIT, DiverseEvo

Semantic tags (#instag)

, DEITA)

Can you also provide
some examples of
specific telemedicine
platforms that

healthcare providers
commonly use?

Can you please add
some statistics on
how many patients
have utilized
telemedicine
services during the
pandemic and how
many of them were
atisfied with it?

The user is asking for specific examples of
telemedicine platforms.

The user is inquiring about the technological aspects
of telemedicine platforms.

The user wants information specifically related to
healthcare providers and their use of telemedicine
platforms.

This tag refers to the intention of requesting the
addition of statistical information on the
utilization of telemedicine services during the
pandemic and the satisfaction levels of patients.

This tag indicates the intention of requesting
specific data or information to support an argument
or statement.

54


https://aclanthology.org/2023.acl-long.754/
https://aclanthology.org/2024.naacl-long.250
https://arxiv.org/abs/2311.14736
https://arxiv.org/abs/2311.08182
https://arxiv.org/abs/2312.15685
https://openreview.net/forum?id=pszewhybU9

Diversity filtering: gradients

Measure diversity of data in loss gradients

Higher data diversity = more robust models

few-shot examples
e > Data POO| e » Data Generator 85

_ N = 100k p =0.899
: 5 2. Generation “ ; ?SE _ R2=08225
1. Clustering generate new samples L7 Pt A =
cluster data points Proxy model \ia few-shiot prompting ) X ] i p =0.898
in gradient space v % 69 L2 g ’ . SNy ‘Rz = 0.8398
; New Samples 2 R " e Y
o b % =
Gradient o) e 3 ,.:“ . /: =0.918
Clusters . o . % 61 2 st 2 R2 = 0.8277
3. Diversification 2 ot
leave only the samples that % ,f:h} ’
belong to top N% sparse clusters 3 o 53 ‘.-;'
Add to data pool and iterate N . ]
Diversified Samples G-Vendi - OOD Math Performance
45
A= . . . 0 40 80 120 160 200
—z% Prismatic Synthesis Data Diversity Score

Prismatic Synthesis: Gradient-based Data Diversification Boosts Generalization in LLM Reasoning (Jung et al., 2025)

55


https://nvlabs.github.io/prismatic-synthesis

Quality filtering: reward models

Sample K responses and take the one with the highest
reward, then SFT on the best-of-K responses

—+— RAFT-K8
—0— RAFT-K16
2.2 1 —« RAFTK32

Test Reward

(3 é 1'0 1'5 2I0
Iteration
RAFT: Reward rAnked FineTuning for Generative Foundation Model Alignment (Dong et al., 2023)

56


https://openreview.net/forum?id=m7p5O7zblY

Correctness filtering: final answer verification

When generating synthetic reasoning data, only keep
generations whose final answers are correct

Q: What can be used

¥ to carry a small dog?
. . Answer Choices:
Question, Rationale, Answer Correct . K
Answer (a) swimming pool

T I (b) basket

LFinetune Rationale (c) dog show
______ Language |Generation
‘ Question l Model

Rationale, Answer ] (d) backyard
Rationalize

(e) own home

A: The answer must be
something that can be
used to carry a small
dog. Baskets are
designed to hold things.
Therefore, the answer
is basket (b).

N

L Rationale, Answer ]

STaR: Bootstrapping Reasoning With Reasoning (Zelikman et al.. 2022)
DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via RL (Deepseek-Al, 2025)
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https://arxiv.org/abs/2203.14465
https://arxiv.org/abs/2501.12948

Questions?
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In this tutorial we will cover

2 3:05pm: How do we use synthetic data (Pt 1)? [Vijay]

59



How is synthetic data used?

Supporting fundamental language modeling algorithms

Supporting scenario-specific, end-user applications

60



How is synthetic data used?

Supporting fundamental language modeling algorithms

Supporting scenario-specific, end-user applications

61



How can we use synthetic data:
Algorithms

e
https://sunth-data-acl.github.io/ iy

62


https://synth-data-acl.github.io/

The language modeling pipeline (simplified)

Supervised RL Evaluation
Pretraining Finetuning  Training & Analysis

(Pre) (SFT) (RL) (Eval)

63



The language modeling pipeline (complex)

Supervised RL Evaluation
Pretraining Finetuning  Training & Analysis

(Pre) (SFT) (RL) (Eval)

64



The language modeling pipeline (complex)

Supervised RL Evaluation
Pretraining Finetuning Traininlg & Analysis
| | '| | |

Continued  Supervised Pref. Verifiable Evaluation
Pretraining Midtraining Pretraining Finetuning Training RL & Analysis

(Pre) (Mid ) (cPT) (SFT) (DPO)  (RL ) (Eval)

65



Supervised RL Evaluation
Finetuning  Training & Analysis

Synthetic Data for Pretraining o oo

Pretrainin

Schools brief | Artificial Intelligence

Al firms will soon exhaust
most of the internet’s data

Can they create more?

From Illya Sustkever’s talk at NeurlPS 2024

() Share

Pre-training as we know it will end

Compute is growing:

- Better hardware
- Better algorithms
- Larger clusters

Data is not growing:

- We have but one internet
- The fossil fuel of Al

66



Pretrainin

Does synthetic pretraining make sense? e—o—0o—O

Problem:

- Pretraining lets models learn linguistic patterns and facts
- Synthetic data generators can’t invent new linguistic
patterns or real facts they weren’t trained on

67



Does synthetic pretraining make sense? e—o—0o—O

Problem:

Solutions:

- Rephrase existing text
- Verbalize knowledge bases using LMs

- Generate text without using LMs (e.g. formal languages)
68



Pretrainin

Synthetic Data for Pretraining: e—Oo—0
formatting

- Generated code pretraining data by obtaining
task-relevant code from the internet, and convert them

into NL-code pairs
- example of back-translation

Textbooks Are All You Need (Gunasekar et al., 2023)

69


https://arxiv.org/abs/2306.11644

Supervised RL Evaluation

Pretrainin ; > s ;
Finetuning  Training & Analysis

g

Synthetic Data for Pretraining: B E— m— m—
formatting

- Synthetically generated pretraining data (1B) can
improve over a large amount of scraped data (6B)

51

41

20
16 17
11 12

N | ] B

350M, 26B tokens 350M, 76B tokens 1.3B, 51-76B tokens
(135 GPU hours) (410 GPU hours) (770-1090 GPU hours)

Pass@]1 accuracy (%)
on HumanEval
-1-base

phi-1-small

B The Stack + B CodeTextbook HCodeTextbook — CodeExercises

Textbooks Are All You Need (Gunasekar et al., 2023) 70
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Synthetic Data for Pretraining: B E— m— m—

formatting
- |t seems to be easier to learn from scraped data

reworded and cleaned by an LLM than on the same

scraped data
- example of transformation of existing data

48 =
,'i./'\,/.-

~3x Faster .
4

> 47
[&]

o g3
5 46 —
8 E p— 3 =
< 45 5 5 4*’ s’ 2
2 44 7/ P
(2] ?
o
o 43
N
- 49 === \\/RAP-85B (ours)
g’ C4-85B
< 4 e=ome C4-170B
J === RW-300B
40
0 100 200 300

Tokens seen (in Billions)

Rephrasing the Web: A Recipe for Compute and Data-Efficient Language Modeling (Maini et al.. 2024) e
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Symbolic generation: inductive bias for pretraining

Pretraining on formal languages

- Learning language without knowledge

Language Example
1-Dyck (CO)))
k-Dyck (L{31D
k-Shuffle Dyck CLEd )3
ww 123123

3.80

Loss (<)

LM Loss

3.75 7

o
s O 72

Between Circuits and Chomskuy: Pre-pretraining on Formal Languages Imparts Linquistic Biases (Hu et al.. 2024)
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Data for Pretraining: s ———
domain adaptation
- Continuing pretraining of an LM on in-domain data is
known to improve performance in the target domain
- This requires having abundant in-domain data
73

Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks (Gururangan et al. 2020)
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Synthetic Data for Pretraining: B E— m— m—
domain adaptation

Title: The Blue Behemoth

Title: Cosmic Yo-Yo

Title: Defining Decay Down

Author: David Plotz

If you haven't visited a dentist in
the past few years, first of all, that's
gross. (Checkups are every six
months, and don't pretend you...

Input: small, niche
corpus of documents

Checkups
q
Fluoride

Enamel

EHEE®

(1) Entity Extraction
For each document D,
extract a list of entities

Sunthetic continued pretraining (Yang et al.. 2024)

% User: Analyze relations among given
Dentist @ entities in the provided text.
® |

' N

Document {D = Defining Decay Down}
Entities {E; = Fluoride, E, = Enamel}

—_——————————— i
LM: The interplay between enamel and Output: diverse
fluoride within the context of “Defining synthetic corpus for

Decay Down" is a telling one, as it ti 4 i
/ underpins the significant shift[...] connued pte rﬁ'mng

(2) Relation Analysis
Form a knowledge graph and
prompt an LM to describe its edges
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Synthetic Data for Pretraining:
domain adaptation

eoee
Title: The Blue Behemoth
Title: Cosmic Yo-Yo

Title: Defining Decay Down
Author: David Plotz

If you haven't visited a dentist in
the past few years, first of all, that's
gross. (Checkups are every six
months, and don't pretend you...

Input: small, niche
corpus of documents

@ Dentist @

@ Checkups
q

q
@ Fluoride
Enamel

(1) Entity Extraction
For each document D,
extract a list of entities

Pretrainin Supervised RL

(User: Analyze relations among given
entities in the provided text.

[

Document {D = Defining Decay Down}
Entities {E; = Fluoride, E, = Enamel}

fluoride within the context of “Defining
Decay Down" is a telling one, as it
/ underpins the significant shift[...]

—_———————————
LM: The interplay between enamel and

g Finetuning  Training

Evaluation
& Analysis

@ @) @

@N)

Output: diverse
synthetic corpus for
continued pretraining

(2) Relation Analysis

Form a knowledge graph and

prompt an LM to describe its edges

- example of transformation of existing data

Sunthetic continued pretraining (Yang et al.. 2024)

>
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g

Synthetic Data for Pretraining: B E— m— m—
domain adaptation

mes GPT-4 (51.30%) EntiGraph CPT
55.07 mm=== GPT-3.5 (44.81%) = Rephrase CPT
=== Raw CPT (38.15%) == = | |Jama 3 8B Base (39.49%)

(8]
N
[,

u
S
o

IS
A
Ul

QA Accuracy

42.51

40.0 1

37.51

10° 101 102
Number of synthetic tokens (in Millions)

Suynthetic continued pretraining (Yang et al.. 2024) 76
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g

Synthetic Data for Pretraining:risks = oo —o

Perplexity of generated data points evaluated by Real wikitext2 test dataset
model trained with real wikitext2 ->-- Run 1
-+~ Run 2
421
0.30 A Generation 0
Generation 1 40+
0.25 4 Generation 2 5
020 Generation 3 ;
z2 ] Generation 5 % 381
el : 2
S 0.15 4 Generation 9 g
<] o 361
& 0.10{
34 1
0.05 4
0 - . 321~ . : : . v v r . .
100 10! 102 Real 1 2 3 4 5 6 7 8 9

Perplexity of generated data points Trained on dataset from a given generation

Al models collapse when trained on recursivelu generated data (Shumailov et al.. 2024) 7
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Supervised Finetuning c—e—Oo—O

Pretraining

Goals of SFT;

- Control the style of the model’s output
- Specialize behavior for a particular use-case
- Feed new information to the model

78
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Supervised Finetuning: Distillation o—e—O0—0n

It a better model is available, you can train a student model
to imitate the teacher

Generate an appropriate response to an
8 instruction for an Al assistant.

Generate Data
from Teacher

<

Train Student



Supervised RL Evaluation
Finetuning Training & Analysis

Supervised Finetuning: Distillation O—8—O0—0n

Pretraining

It a better model is available, you can train a student model
to imitate the teacher

Pros
- Requires less human effort than manual annotation
Cons

- The student’s performance is bounded by the teacher
- Legalissues, e.g. no-distillation clauses in terms of service

80
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Supervised Finetuning: Limitations of O E— m— m—
Distillation

Pretraining

Goals of SFT:

- Control the style of the model’s output
- Specialize behavior for a particular use-case
- Feed new information to the model

Observation: much of the benefit of distillation comes from
adopting the teacher’s style

- This does not require teaching the model new information

The False Promise of Imitating Proprietary LLMs (Gudibande et al.. 2023) 81
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Supervised Finetuning: Self-Guide

< Instruction: “"Given 2 sentences (a premise and hypothesis), classify their relationship.” }

l Baseline (Prompting)

Input:
“Premise: The five guests that answered don't die. .
Hypothesis: There are exactly six guests that answered.” E Ours (Self-Guide)

Generate Dat& )Finetune Model
.

==
E— 1

Figure 1: SELF-GUIDE uses a model’s ability to generate synthetic data as a vehicle to
improve the model’s ability to execute a task as specified by an instruction.

Pretraining Sypervi§ed RL' Evaluatiqn
Finetuning Training & Analysis
Q) Q ) )
Label: I'm sorry, but the
given input does not contain x
a premise and a hypothesis.
Label: Neutral .V
82

SELF-GUIDE: Better Task-Specific Instruction Following via Self-Sunthetic Finetuning (Zhao et al., 2024)
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Supervised Finetuning: Self-Guide o—e—O0—0n

Pretraining

< Instruction: “"Given 2 sentences (a premise and hypothesis), classify their relationship.” }

Label: I'm sorry, but the

given input does not contain x
Input: . i
a premise and a hypothesis.

“Premise: The five guests that answered don't die.
I i . I —_— Ours (Self-Guide)

Hypothesis: There are exactly six guests that answered.” ) Laballsims]

Generate Dat&x )Finetune Model
.

==
E— 1

l Baseline (Prompting)

Figure 1: SELF-GUIDE uses a model’s ability to generate synthetic data as a vehicle to
improve the model’s ability to execute a task as specified by an instruction.

- example of sampling-based generation

SELF-GUIDE: Better Task-Specific Instruction Following via Self-Sunthetic Finetuning (Zhao et al., 2024) 83
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Supervised RL

Pretraining . > e
Finetuning Training

Evaluation
& Analysis

@N)

Supervised Finetuning: Self-Guide o—e—0

g Prompting Few-Shot SELF-GUIDE
Tk IR Tesk Deacniplion (Baseline) Finetuning (Ours) &
Classification Tasks
Avg Metric: Exact Match 33.2 45.0 47.7 14.5

Generation Tasks

Avg Metric: ROUGE-L 41.6 52.9 59.4 17.9

SELF-GUIDE: Better Task-Specific Instruction Following via Self-Synthetic Finetuning (Zhao et al.. 2024)

84


https://arxiv.org/abs/2407.12874

Supervised RL

Pretraining . > e
Finetuning Training

Evaluation
& Analysis

@N)

Supervised Finetuning: Self-Instruct o0

175 seed tasks with
1 instruction and
1 instance per task

Step 4: Filtering

Task Pool Step 1: Instruction Generation

Step 2: Classification
Task Identification

/ LM .
Nt Instruction : Give me a quote from a LM
— famous person on this topic.

Step 3: Instance Generation

\
” : ; ; " ; ; Yes
Instruction : Find out if the given text is in favor of or against abortion.
L g

Class Label: Pro-abortion
Input: Text: I believe that women should have the right to choose whether or not Output-first
\Qhey want to have an abortion.

LM

Instruction : Give me a quote from a famous person on this topic. w No
Input: Topic: The importance of being honest.
\§ Output: "Honesty is the first chapter in the book of wisdom." - Thomas Jefferson Input-first

Self-Instruct: Aligning Language Models with Self-Generated Instructions (Wang et al.. 2022)
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Pretraining Supervised RL

Evaluation

Finetuning Training & Analysis

Supervised Finetuning: Self-Instruct o0

@N)

- Originally developed to instruction-tune GPT-3 using
itself, to nearly match InstructGPT

Model # Params ROUGE-L
'GPT3g, pnsy (Ours) 175B 399
JInstructGPT,,, 175B 40.8

Self-Instruct: Aligning Language Models with Self-Generated Instructions (Wang et al.. 2022)

86


https://arxiv.org/abs/2212.10560

Supervised RL

Pretraining . > e
Finetuning Trainin

Supervised Finetuning: Instruct < —eo——0

- Unsurprisingly, the same algorithm can also benefit

from using a bigger teacher when available
- Alpaca used this algorithm with GPT-3 as the data generator

Alpaca: A Strong, Replicable Instruction-Following Model (Taori et al., 2023)
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Supervised Finetuning: Instruct —©——eo—o—o

- With sampling-based distillation, students mostly learn
only surface-level behaviors (style, toxicity, refusals)

Increasing Amount of Imitation Data

MMLU 5-Shot HumanEval Zero-Shot Natural Questions 3-Shot
80 80 35
0 e e e 70 | i e e e e
60 60
= s ST ——————
<50 £ 50 = = ChatGPT 4
A ok el Dl Dl Tl sl o @40 —= LUsMA-138 220
340 2 «@- Imitation Model (13B) 3
< % P < =] o 39 <15
== = ChatGPT 20 == = ChatGPT
20 == laMA1B e ———— L 10 == LlaMA-138
=@~ Imitation Model (13B) 10 @ @ . 4 =@~ Imitation Model (13B)
10 5
25 50 75 100 125 150 25 50 75 100 125 150 25 50 75 100 125 150
Amount of Imitation Data (Millions of Tokens) Amount of Imitation Data (Millions of Tokens) Amount of Imitation Data (Millions of Tokens)

The False Promise of Imitating Proprietary LLMs (Gudibande et al.. 2023) 88
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Supervised RL

Pretraining 2. > Al
Finetuning Trainin

Supervised Finetuning: Distillation o—e—o0

- To learn nontrivial capabilities via sampling-based
generation, complex sampling strategies are needed

89
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Supervised Finetuning: Distillation O—8—O0—0n

Pretraining

- To learn nontrivial capabilities via sampling-based

generation, complex sampling strategies are needed
- Example 1. Evol-Instruct
- Start with Alpaca data

- Randomly sample constraint types to add these instructions to
add complexity

- For each base instruction, generate analogies in other domains
- Sample responses from the teacher model

. . 90
WizardLM: Empowering large pre-trained language models to follow complex instructions (Xu et al., 2023)
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Pretraining 2. " it ;
Finetuning  Trainin, g  &Analysis

Supervised Finetuning: Distillation O—8—O0—0n

- To learn nontrivial capabilities via sampling-based

generation, complex sampling strategies are needed
- Example 1. Evol-Instruct

WizardLM: Empowering large pre-trained language models to follow complex instructions (Xu et al.. 2023)

Start with Alpaca data

Randomly sample constraint types to add these instructions to
add complexity

For each base instruction, generate analogies in other domains
Sample responses from the teacher model
Filter out problematic instructions or bad responses

91
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Supervised Finetuning: Distillation O—8—O0—0n

Pretraining

- To learn nontrivial capabilities via sampling-based
generation, complex sampling strategies are needed
- Example 2: Orca

- Generate 5 million SFT examples from GPT 3.5 and GPT 4 with
synthetic reasoning traces
- Use curriculum learning

- Randomly sample different system prompts

Orca: Progressive Learning from Complex Explanation Traces of GPT-4 (Mukherjee et al., 2023) 92
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Supervised Finetuning: e ="
Beyond Distillation
- Simpler approach: transformation of existing data (e.qg.
“MAMMOoTH2")
93

MAMMoTH2: Scaling Instructions from the Web (Yue et al., 2023)
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Supervised Finetuning:
Beyond Distillation

B Raw Docs Unformatted Text, Site Information, Ads

Topics Science\nAnatomy&Physiology\nAstronomy\nAstrophysics
\nBiology\nChemistry \n...Socratic Meta...Featured Answers

How do you simplify #((u”4v”3)/(u”2v”-1)"4)"0# and write it using only
positive exponents?

Answer by NickTheTurtle (Apr 1, 2017)

Explanation:\nAnything raised to the \(0”{th}\) power is simply 1.
\n\nRelated Questions\n What is the quotient of powers property?
\n\n\n\n How do you simplify expressions using the quotient
rule?...\nImpact of this question\n1274 views around the world
#Apps\niOS\nAndroid\nLinks\n[Privacy](#)\n[Terms](#)\n[Help](#)

@ Extract

% Extracted QA Formatted QA but lacking detailed solutions
Question: How do you simplify (u* v3/w? v~ )*)? and write it using

only positive exponents?
Answer: Explanation: Anything to the Oth power is just simply 1.

MAMMoTH2: Scaling Instructions from the Web (Yue et al., 2023)
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MAMMoTH2 outperforms Llama3-Instruct on
science/math/reasoning

Llama3 8B Base M Llama3 8B Instruct ™ Llama3-8B-MAmmoTH2-Plus

100

75 solet

-l iﬂl““ﬂ

MATH GSM8K TheoremQA GPQA MMLU-STEM ARC-C
—— \ v J H_J
Math Reasoning STEM Reasoning General Reasoning
MAMMOoTH?2: Scaling Instructions from the Web (Yue et al., 2023)
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Supervised Finetuning:
Beyond Distillation

- Takeaway: Want to train on knowledge or subtasks?

- Retrieve these directly instead of using hacks to coax them
out of a proprietary LM

96
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Next, we’'ll move on to RL O——Oo——e—n

Pretraining

But first...

97



In this tutorial we will cover

‘ 3:30pm: 30 minute-break

98



Questions?
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In this tutorial we will cover

2 4:00pm: How do we use synthetic data (Pt 2)? [Vijay]



Reinforcement Learning o—Oo—e—O

Goals of RL (non-exhaustive):

- Learn from minimal supervision

- Learn from negative examples (e.g. harmful behavior)

- Adapt models to their own token distribution rather than
text written by others (“exposure bias”)

101
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RL from Synthetic Feedback OO0 —@

Intuition: it is often easier to verify that an utterance is good
than to generate that utterance

- “The Generator-Verifier Gap”

102
All Roads Lead to Likelihood: The Value of Reinforcement Learning in Fine-Tuning (Swamuy et al.. 2025) 0
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RL from Synthetic Feedback OO0 —@

- Synthetic feedback is standard in RL
- For example, reward models are literally generators of
synthetic rewards

1
Scalable agent alignment via reward modeling: a research direction (Leike et al.. 2018) 03
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RL from Synthetic Feedback OO0 —@

- Synthetic feedback is standard in RL
- For example, reward models are literally generators of
synthetic rewards

- Train a model to imitate human preferences

- Then, use the model to grade sampled responses during RL

Scalable agent alignment via reward modeling: a research direction (Leike et al.. 2018) 104
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RL from Synthetic Feedback OO0 —@

- Synthetic feedback is standard in RL
- For example, reward models are literally generators of
synthetic rewards

- Train a model to imitate human preferences
- Typically using the Bradley-Terry model to learn to
generate continuous scores from preference pairs
- Then, use the model to grade sampled responses during RL

Scalable agent alignment via reward modeling: a research direction (Leike et al.. 2018) 10
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RL from Synthetic Feedback o0 oo

- Synthetic feedback for RL need not come from
Bradley-Terry models

106



Evaluation
& Analysis

@N)

Supervised RL
Finetuning  Training

@ @) Q

Pretraining

RL from Synthetic Feedback

- Synthetic feedback for RL need not come from
Bradley-Terry models, e.g. LLM-as-a-judge

- A trained judge that, given a rubric, outputs scores and critiques

Instruction

Develop me a business strategy for
creating a FinTech startup
that offers online banking services.

(_Customized Score Rubric )

Response to Evaluate

Title: Online Banking Service FinTech
Startup Business Strategy

Executive Summary:
Our startup, “DigitalBank’, aims to
revolutionize the traditional banking

industry by providing an innovative ...
4

Does the response consider

and compliance requirements?

[Score 1] The response disregard
ions and i i

[Score 2] The response shows minimal
awareness of regulatory compliance,
making several errors.

[Score 3] The response recognizes certain
regulatory requirements but lacks depth.

[Score 4] The response mostly considers
regulatory compliance,
with only minor oversights.

[Score 5] The response perfectly
accounts for and integrates
regulatory compliance requirements.

Reference Answer

Establishing a FinTech startup that offers
online banking services requires a
comprehensive strategy to tackle

various challenges inherent to the industry
and capitalize on market opportunities.

1. Market Research: .
2. Regulatory and Compliance: ...
3. Product Development
4. Service Differentiatio
5. Go-to-Market Strateg,
6. Growth and Expansiof
7. Sustainability and Tru

These items are important aspects to
consider when starting a Fintech startup
that offers online banking services.

&

— | Prometheus

—
Feedback

The response provides
a comprehensive overview.

Overall, it includes a detailed
plan of how to start a FinTech
startup by presenting an
imaginary startup “DigitalBank”.

However, it lacks a deeper dive
into regulatory compliance.

Score

3outof 5

Prometheus: Inducing Fine-grained Evaluation Capability in Language Models (Kim et al.. 2024)
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RL from Synthetic Feedback OO0 —@

- Synthetic feedback doesn’t require training data at all

- You can just sample a response from 1to 5 on a criterion (e.g.
UltraFeedback) from a language model

UltraFeedback: Boosting Language Models with Scaled Al Feedback (Cui et al., 2023) 108
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RL from Synthetic Feedback OO0 —@

Pretraining

- Synthetic feedback doesn’t require training data at all

- Or, with preference optimization, sample a binary preference:
which of a pair of responses is better according to a criterion

Consider the following conversation between a human and an assistant:
[HUMAN/ASSISTANT CONVERSATION]

[PRINCIPLE FOR MULTIPLE CHOICE EVALUATION]

Options:

(A) [RESPONSE A]

(B) [RESPONSE B]

The answer is:

1
Constitutional Al: Harmlessness from Al Feedback (Bai et al.. 2022) 09
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RL from Synthetic Feedback OO0 —@

Pretraining

- Synthetic feedback doesn’t require training data at all
- Or, with preference optimization, sample a binary preference:
which of a pair of responses is better according to a criterion
- The set of criteria can become complex (e.g. 16 criteria in
“Constitutional Al”)

150 A
200 1

100 A 150 -

Elo

501

Elo

100 A

01 504

armlessness

Helpfulness

—50

s i
—e— Helpful RLHF
-100 HH RLHF =501
RL-CAI

—150 4 —e— RL-CAl w/ CoT —100 A

0.0 0.5 1.0 15 2.0 2.5 3.0 0.0 0.5 1.0 15 2.0 2.5 3.0
RL Train Sequences le6 RL Train Sequences le6

Constitutional Al: Harmlessness from Al Feedback (Bai et al.. 2022) 110
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RL with Feedback from Flexible Criteria O E— m— — n

- Can we list all possible aspects of response quality?
- Solution: generate checklists for each prompt

Checklists Are Better Than Reward Models For Aligning Language Models (Viswanathan et al.. 2025) 11
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RL with Feedback from Flexible Criteria O E— m— — n

Pretraining

- Can we list all possible aspects of response quality?
- Solution: generate checklists for each prompt

Prompt

List of airbnb in Singapore for 2 pax less than 5000 pesos per night

Teacher Student

")

7N Generate
> Candidates
SR
DPO
1. Does the text provide a list of Airbnbs in 47.9 x 100 57‘:7"33 1. “To find Airbnb’s in Singapore for 2 pax (2
Singapore? eight: 100/100) )’ Lje10% ’ people) [...]
2. Does each listing accommoda eople? * '%7 Below are a few hypothetical examples ...”
(we 100/100)

3. Does the text provide useful tips if real-
time listings are not available? weignt: 75/100)

Score 2. “l apologize, but using pesos (PHP) to describe
16.5 prices in Singapore may be confusing ...”

Checklists Are Better Than Reward Models For Aligning Language Models (Viswanathan et al.. 2025) 112
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RL with Feedback from Flexible Criteria O E— m— — n

- Solution: generate checklists for each prompt
- Better than reward models or judges at teaching
instruction-following

100

IFEval InFo FollowBench
(avg) Bench (HSR)

Alpaca Arena
80 A P

Eval Hard
(WR) (WR)
60 -
40 A

Qwen2.5-7B Instruct DPO (Ultrafeedback)
m  DPO (Skywork) ®E DPO (Checklist)

Checklists Are Better Than Reward Models For Aligning Language Models (Viswanathan et al.. 2025) 113



https://arxiv.org/abs/2507.18624

Pretraining Supervised RL Evaluation
Finetuning  Training & Analysis

Evaluation of Synthetic Feedback o0& —n

How do you know what kind of judge to use?
Does it even matter?

114



Evaluation of Synthetic Feedback

Three ways to evaluate a “judge™

1.

Reward

g3 Chosen —>
osen
/—> Sure thing! Open model
prompt your terminal and ...

Please help me kill
this linux process

) Reward
*9 Rejected ——> Wodel

As a language
model trained by...

Evaluating Reward Models for Language Modeling (Lambert et al 2024)

Pretraining Supervised RL Evaluation
Finetuning  Training & Analysis

@ @) @) @n|

Agreement with human preferences (e.g. RewardBench)

Scores
0.2

>—) Win / loss

0.4
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Evaluation of Synthetic Feedback o0& —n

Three ways to evaluate a “judge™

2.| Agreement with generic benchmarks (via reranking)

116



Evaluation of Synthetic Feedback o—o—®

Three ways to evaluate a “judge™

2. Agreement with generic benchmarks (via reranking)

Choose a benchmark you care about

For every question, sample 16 responses

Use your judge to choose the best response

This should improve your score on the benchmark

117
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Evaluation of Synthetic Feedback o0& —n

Three ways to evaluate a “judge™

3. | Effectiveness in RL pipelines

118



Evaluation of Synthetic Feedback —o—e—on

Three ways to evaluate a “judge™

3. Effectiveness in RL pipelines

- Choose an RL algorithm, a model, and some prompts
- Train the model to maximize your reward
- Evaluate it on benchmarks of your choosing

119
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Problem: these things are not always correlated

1. Agreement with human preferences (e.g. RewardBench)
2. Agreement with generic benchmarks (via reranking)
3. Effectiveness in RL pipelines

120



Open Problem in RL from Synthetic ro—C—e—m
Feedback

- What makes a judge a good teacher for RL?
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Open Problem in RL from Synthetic O E— E— —
Feedback

Pretraining

- What makes a judge a good teacher for RL? Accuracy?

RM Accuracy
0.64 0.66 0.68 0.70 0.72 0.74 0.76

250
500

RM Trained
Steps 750
1000

1 1 1 1 1 1 1 1 1 1
0.75 0.78 0.81 0.84 0.87 0.90 0.93 0.96 099 1.02
LM Performance

The Accuracy Paradox in RLHF: When Better Reward Models Don’t Yield Better Language Models (Chen et al., 2024) 122
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Supervised RL Evaluation
Finetuning  Training & Analysis

Open Problem in RL from Synthetic ro—C—e—m
Feedback

Pretraining

- What makes a judge a good teacher for RL? Variance?

High Acc, Low Var Med Acc, High Var High Acc, High Var
Reward Reward Reward
I—| 0000000000000 N e
Very Bad Bad Neutral Good Great Very Bad Bad Neutral Good Great Very Bad Bad Neutral Good Great
Responses Responses Responses
123

What Makes a Reward Model a Good Teacher? An Optimization Perspective (Razin et al.. 2025)



https://arxiv.org/abs/2503.15477

Open Problem in RL from Synthetic ro—Oo—w®

Feedback

- What makes a judge a good teacher for RL? Unclear
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Non-RL Feedback (Critiques) e

Pretraining

- Treating synthetic feedback as a turn in a conversation

. "\

Feedback ' %o é Refine
\@/ Model M \@/

Use M to get feedback on its own output Use ‘M to refine its previous output, given its feedback

Self-Refine: lterative Refinement with Self-Feedback (Madaan et al., 2023) 125
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Non-RL Feedback (Critiques)

Supervised RL Evaluation
Finetuning  Training & Analysis

@ @) @) @n|

Pretraining

- Treating synthetic feedback as a turn in a conversation
- This can be effective when prompting with big models

GPT-3.5 GPT-4

Task Base +SELF-REFINE Base +SELF-REFINE
Sentiment Reversal 8.8 30.4 (121.6) 3.8 36.2 (132.4)
Dialogue Response 364 63.6 (127.2) 25.4 74.6 (149.2)
Code Optimization 14.8 23.0 (18.2) 27.3 36.0 (18.7)
Code Readability 374 51.3(113.9) 27.4 56.2 (128.8)
Math Reasoning 64.1 64.1 (0) 92.9 93.1 (10.2)
Acronym Generation 41.6 564 (114.8) 30.4 56.0 (125.6)
Constrained Generation 16.0 39.7 (123.7) 44 61.3 (156.9)

Self-Refine: lterative Refinement with Self-Feedback (Madaan et al., 2023)
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Non-RL Feedback (Critiques)

Supervised RL Evaluation
Finetuning  Training & Analysis

@ @) @) @n|

Pretraining

- Treating synthetic feedback as a turn in a conversation
- This can be effective when prompting with big models

GPT-3.5 GPT-4

Task Base +SELF-REFINE Base +SELF-REFINE
Sentiment Reversal 8.8 30.4 (121.6) 3.8 36.2 (132.4)
Dialogue Response 364 63.6 (127.2) 25.4 74.6 (149.2)
Code Optimization 14.8 23.0 (18.2) 27.3 36.0 (18.7)
Code Readability 374 51.3(113.9) 27.4 56.2 (128.8)
Math Reasoning 64.1 64.1 (0) 92.9 93.1 (10.2)
Acronym Generation 41.6 564 (114.8) 30.4 56.0 (125.6)
Constrained Generation 16.0 39.7 (123.7) 44 61.3 (156.9)

Self-Refine: lterative Refinement with Self-Feedback (Madaan et al., 2023)

127


https://arxiv.org/abs/2303.17651

Pretraining Supervised RL Evaluation
Finetuning  Training & Analysis

Evaluation and Analysis c—o—o—®

Goals of Evaluation:

- Test readiness of a model for deployment

- Discover areas of improvement to make a model better

- Learn fundamental insights about language or machine
learning
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Generating Synthetic Eval Data —o—o—e

Pretraining

- The Prompt2Model library synthesizes training and
evaluation data

Input: Prompt (task description + optional examples)

_| Answer questions given context from a
= relevant Wikipedia article.

Prompt2Model

— —
Retrieve Generate Retrieve
Data Data Pretrained model

Output: Deployment-ready model
BERT Score: 94.0, ChrF++: 58.9, EM: 61.5

9 Question: What does LPC stand for?
X/.z Context: The psychoacoustic masking codec was...

A Answer: linear predictive coding

https://qithub.com/neulab/prompt2model

Prompt2Model: Generating Deployable Models from Natural Language Instructions (Viswanathan et al.. 2023) 129
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https://arxiv.org/abs/2308.12261

Generating Synthetic Eval Data

- Synthetic evaluation data
consistently overestimates
true performance

https://qithub.com/neulab/prompt2model

Supervised RL Evaluation
Finetuning  Training & Analysis

@ @) @) QX

Pretraining

SQuUAD Temporal
0.8 - ] 000
> 8070 %0~
0.6 - . e
o 60
+
=0.4 ' °
S
0.2 40 1
00 -(? O T T T O T
0.0 0.2 0.4 20 40
Y-axis: MCoNalLa (JP)
Synthetic 30
Benchmark 75 ]
Accuracy +
+ 20 -
=
5 151
10
5 .

10 20
X-axis:
Real benchmark accuracy
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Prompt2Model: Generating Deployable Models from Natural Language Instructions (Viswanathan et al.. 2023)
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Generating Synthetic Eval Data

- Synthetic evaluation data
consistently overestimates
true performance

https://qithub.com/neulab/prompt2model

Supervised RL Evaluation
Finetuning  Training & Analysis

@ @) @) QX

Pretraining

SQuUAD Temporal
0.8 - ] 000
> 8070 %0~
0.6 - . e
o 60
+
=0.4 ' °
S
0.2 40 1
00 -(? O T T T O T
0.0 0.2 0.4 20 40
Y-axis: MCoNalLa (JP)
Synthetic 30
Benchmark 75 ]
Accuracy +
+ 20 -
=
5 151
10
5 .

10 20
X-axis:
Real benchmark accuracy
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Prompt2Model: Generating Deployable Models from Natural Language Instructions (Viswanathan et al.. 2023)
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. Supervised RL Evaluation
Pretrainin,
g Finetuning  Training & Analysis

Generating Synthetic Eval Data —o—o—e

- Synthetic evaluation data
consistently overestimates
true performance

Recall from earlier slides

The input distribution may be off, or not diverse enough

132



Pretraining Supervised RL Evaluation
Finetuning  Training & Analysis

Generating Adversarial Eval Data ro—Oo—0—®n

- If you have an accurate mistake classifier:
1. Train a generator to generate prompts to elicit mistakes via RL

1
Red Teaming Language Models with Language Models (Perez et al.. 2022) 53



https://arxiv.org/abs/2503.15477

Pretraining Supervised RL Evaluation
Finetuning  Training & Analysis

Generating Adversarial Eval Data ro—Oo—0—®n

- If you have an accurate mistake classifier:
1. Train a generator to generate prompts to elicit mistakes via RL
2. Find inputs that lead your target model to make mistakes by
rejection sampling via the red model

134
Red Teaming Language Models with Language Models (Perez et al.. 2022) 5
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Pretraining Supervised RL Evaluation
Finetuning  Training & Analysis

Generating Adversarial Eval Data ro—Oo—0—®n

- If you have an accurate mistake classifier:

1. Train a generator to generate prompts to elicit mistakes via RL
2. Find inputs that lead your target model to make mistakes by
rejection sampling via the red model

- Synthetic data generation helps cheaply obtain
adversarial inputs in non-critical situations

1
Red Teaming Language Models with Language Models (Perez et al.. 2022) 55
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Synthetic Data for Analyzing LMs o—o—0

- Rule-based synthetic data has been used for probing
and understanding models since the advent of NLP
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Synthetic Data for Analyzing LMs oo —Oo—e

- Modern example: Kassner, Krojer, and Schutze (2020)
generated a sgnthetic pretraining corpus generated by
synthet/c: facts (e.qg. “jupiter is big™) and logical rules
(e.g. “jupiter is not small™)

137
Are Pretrained Language Models Symbolic Reasoners Over Knowledge? (Kassner et al., 2020) 5



https://arxiv.org/abs/2006.10413

Synthetic Data for Analyzing LMs —o—o—e

- Modern example: Kassner, Krojer, and Schutze (2020)
generated a sgnthetic pretraining corpus generated by
synthet/c: facts (e.qg. “jupiter is big™) and logical rules
(e.q. “jupiter is not small”)

- Pretrained BERT from scratch on this corpus

- Discovered that BERT struggles with two-hop reasoning

1
Are Pretrained Language Models Symbolic Reasoners Over Knowledge? (Kassner et al., 2020) 58
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How is synthetic data used?

Supporting fundamental language modeling algorithms

Supporting scenario-specific, end-user applications
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Questions?
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How is synthetic data used?

Supporting fundamental language modeling algorithms

Supporting scenario-specific, end-user applications
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How is synthetic data used?

Supporting fundamental language modeling algorithms

Supporting scenario-specific, end-user applications
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In this tutorial we will cover

ﬁs 4:25pm: Scenario-specific applications [Xiang]
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How can we use synthetic data:
Applications
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Reasoning

146



Solving Complex Reasoning Problems with LLMs
e e OpenAI o1 Model Sets New Math and

0penAI valaacae A1 ite fivetr

rea  Understanding R1 and DeepSeek

R1 belongs to a new category of Al models known as "reasoning models," with
OpenAl's 01 being the most well-known example. What makes reasoning models
special is their approach to problem-solving. Rather than generating immediate
responses, they employ an internal reasoning process that mirrors human trains of

thought.

Image: The Verge

. . . . L
OpenAl is releasing a new model called ol, the first in a planne T . Kyle Wiggers — 2:27 PM PST - January 27, 2025
s 8

of “reasoning” models that have been trained to answer more c
questions, faster than a human can. It’s being released alongsid ~ 1uace creorrs | PERESEH / GETTY TMAGES
mini, a smaller, cheaper version. And ves, if you're steeped in Al rumors:
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Reason with Rationales: Chain-of-thought (CoT)

Standard Prompting Chain of Thought Prompting
~ Input \ Input \
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?
A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls

each is 6 tennis balls. 5 + 6 = 11. The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

J do they have?
\_ J

Model Output Model Output

’ : A: The cafeteria had 23 apples originally. They used
A: Th 27.
e answeris 27. 3§ 20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answeris 9. o

14
Chain-of-thought prompting elicits reasoning in large language models (Wei 2022) 8
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Scaling up Inference

~200
Tokens

r GPT-40
suchthat 1l < [k| < n.

Find all other real numbers & for which

p(z) =<

@ We are given a monic real polynomial p(z)
of degree 2n, which has the form

p(z) = 2 +agp 18 1+
a1z + ag

and we know that for integers k such that
1 < |k| < n, the polynomial satisfies
the condition

p(x) ="

\ We are tasked with finding all other real

Compute with Long CoT

OpenAl ol-preview )

suchthat 1 < |k| < n.

Find all other real numbers & for which

() ==

® Thought for 5 seconds ~

We are told that for all integer values of k ~2000
satisfying 1 < |k| < m, > Tokens
p(z) =¥

Our problem is: Given that p is monic of degree
2n, and that p (%) =k2fork =
+1,+£2,...,+n,find all other real numbers x
such that p (i) — 22

In other words, we are to find all real numbers &
suchthatn (1) = 22,

OpenAl 01 generates longer CoTs for reasoning
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How do we generate synthetic
reasoning data?



Reasoning Data: Sampling-based Generation

Large amount of instructions without responses

Instance [ Instance

[
[

Instance [ Instance

[ Instance [ Instance

Instance

[ Instance

Instance

Instance

Instruction Instruction
®-. terate
v
Instance Instance
Instruction Generate Instruction
<-----@
Response

Response Generation

Evaluating Language Models as Sunthetic Data Generators (Kim et al.. 2025)

3
Query Set

Sample

Model Input

are in each basket?

Lily has 48 apples. She
gives 12 to her friend and
then divides the rest equally
into 6 baskets. How many

Ground Truth
Final Answer:

Compare

Lily starts with 48 apples and gives away
12, so 48 - 12 = 36 apples remain. She
then divides them into 6 baskets, 36 +~ 6
= 6. Thus, each basket has 6 apples.

Final answer: |\boxed{6} 4

Teacher Completions

Model
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MAMMOTH: Mathinstruct

Training Dataset Type | Annotation # Samples Characteristics
GSMB8K (Cobbe et al., 2021) CoT | Human 7K Grade Schol Exam
GSMS8K-RFT (Yuan et al., 2023) CoT | Llama 28K | Llama + Validated |
AQuA-RAT (Ling et al., 2017) CoT | Human 90K Xam
MATH (Hendrycks et al., 2021b) CoT | Human 7K Math Competition
TheoremQA (Chen et al., 2023) % | coT | GPT4 600 GPT4 + Validated
Camel-Math (Li et al., 2023a) CoT | GPT4 50K GPT4 (Unvalidated)
College-Math * CoT | GPT4 1.8K GPT4 (Unvalidated)
GSMSK % PoT | GPT4 14K GPT4 + Validated
AQuA-RAT * PoT | GPT4 9.7K GPT4 + Validated
MATH %X PoT | GPT4 7K GPT4 + Validated
TheoremQA * PoT | GPT4 700 GPT4 + Validated
MathQA (Amini et al., 2019) PoT | Human 25K AQuA-KAT Subset
NumGLUE (Mishra et al., 2022a) PoT | Human 13K Lila Annotated
MathInstruct 260K

Answers are in chain-of-thought (CoT) or
program-of-thought (PoT) format

MAMmMoTH: Building Math Generalist Models through Hubrid Instruction Tuning (Yue et al., 2024)

5

Answers are
generated by
LLMs and
validated by
comparing
generated
answers with
references
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MAMMOTH: Mathinstruct

60.0 r
48.1 41.9
40.0 r
. 20.4 229
o L
S 20.0
0.0
GSM + MATH Out-of-domain Overall
B Llama-2 Base B WizardMath (GSM + MATH CoT) EMAmmoTH (MathInstruct - CoT)

B MAmmoTH (MathInstruct - PoT) BEMAmmoTH (MathInstruct - Hybrid)

1.  Synthetic data improves the reasoning performance
2. Hybrid of thoughts improves the reasoning performance

MAmMmMoTH: Building Math Generalist Models through Hubrid Instruction Tuning (Yue et al.. 2024) 153
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OpenMathinstruct-1

100 1

5-shot prompting Mixstral-8*7B to
synthesize solutions for the GSM8K
and MATH questions

80 1

60 1

TSC measures how many training
problems are solved correctly by any
of the generated answers (pass@k).

40 1

[ Training Set Coverage (in %) ]

- —e— GSMB8K
1.8M solutions are generated. With = Ml
more solutions sampled, the data 0 20 40 60 80 100 120
could cover more training queries. # of Solution Samples per Problem

OpenMathlinstruct-1: A 1.8 Million Math Instruction Tuning Dataset (Toshniwal et al., 2024) 154
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MetaMath

4 Question Bootstrapping h
i - i i il - - il - i
\
( (Rephrasing Question: What is the total amount that James paid when AN
: he purchased 5 packs of beef, each weighing 4 pounds, at a price of $5.50 | |
; \per pound? Answer: ...... ) :
Meta-Question: James buys 5 1 T :
e onbeefthat oA pound;lZach | (Self-Verification Question: James buys x packs of beef that are 4 ) :
The price of beef is $5.50 per pound: | | pounds each. The price of beef is $5.50 per pound. He paid 110. What is |
How much did he pay? : the value of unknown variable x? ANSWer: ...... )1
|
: (FOBAR Question: James buys x packs of beef that are 4 pounds cach. ) :
Answer: He bought 5%4=20 1 | The price of beef is $5.50 per pound. How much did he pay? If we know I
pounds of beef. So he paid 20 * 5.5 | | the answer to the above question is 110, what is the value of unknown | |
=$110. The answer is: 110 l\ \_variable x? Answer: ...... J/l
Answer Augment: James buys 5 packs of beef that are 4 pounds each,
Original Data s0 he buys a total of 5 * 4 = 20 pounds of beef. The price of beef is $5.50
per pound, so he pays 20 * $5.50 = $110. The answer is: 110

N 7

MetaMathQA

Bootstrap questions with LLMs in different ways and
use reject sampling to filter generated samples

MetaMath: Bootstrap Your Own Mathematical Questions for Large Language Models (Yu et al.. 2024) 155
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OpenMathinstruct-2

Solution
L Augmentation )

(Question-Solution |
uestion-Solution
MATH '\ Augmentation

- \ Diesiitammination |
p o Solntion) with Test Sets )
[ GSMSK } o Question-Solution .

Augmentation
. b

Solution
L Augmentation )

Prompt Llama-3.1-405B-Instruct to generate math data with the following:
(a) write answers for questions from the MATH and GSM8K training sets
(b) make new question-answer pairs like those in the training sets.

OpenMathlinstruct-2: Accelerating Al for Math with Massive Open-Source Instruction Data (Toshniwal et al.. 2025) 156
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OpenMathinstruct-2

100
70+ OpenMath2-Llama3.1-8B - FZZ OpenMath2-Llama3.1-8B
| | §6.2 . [] Llama3.1-8B-Instruct
s 60| 80 | | J15.7 |
=, . | - |16.0
9 X : ‘
S 50t = 60 |18.5
8 N
< & v
5 40 S 4o Y
- < 17.1
=
= 301 20t
204 Llama3.1—ASB—Base | ! ‘ :
0 1 2 5 14 0 Level 1 Level2 Level 3 Level 4 Level 5
Size of SFT Dataset (in million) MATH Levels

Scaling effect: MATH performance improves as more synthetic SFT data is
added during training, especially on harder questions.

OpenMathlinstruct-2: Accelerating Al for Math with Massive Open-Source Instruction Data (Toshniwal et al.. 2025) 157
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OpenMathinstruct-2

[N}
o

s
(e}
T

w
(e
T

—e— Original

Incorrect 10%
-4 Incorrect 20%
-4- Incorrect 40%
101 —+— Incorrect 80%

MATH Validation Accuracy (in %)
=
1
6
1

64K 128K 256K 512K
Size of SFT Dataset (in K)

(a) Adding wrong-answer solutions.
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[

>
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w
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w
o
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-4~ |ncorrect 10%
~-a== Incorrect 20%
-4- Incorrect 40%
—+— Incorrect 80%

64K 128K 256K 512K 1024K
Size of SFT Dataset (in K)

[\
ot

DO
(=]

MATH Validation Accuracy (in %)

—_
t

(b) Correct solutions mismatched with questions

Models remain robust with up to 20% low-quality solutions during SFT,
making heavy data filtering in math reasoning training less necessaruy.

OpenMathlinstruct-2: Accelerating Al for Math with Massive Open-Source Instruction Data (Toshniwal et al.. 2025)
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OpenThoughts

A rigorous data pipeline to construct reasoning data: question sourcing,
deduplication, mixing sources and generate multiple reasoning traces per

question with large reasoning models like QwQ-32B

OpenThoughts: Data Recipes for Reasoning Models (Guha et al., 2025) 159
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OpenThoughts

60- AIME 2025 60. LiveCodeBench 60- GPQA Diamond
50
401
301
201
101
0 - ; ' - 0 , ; - , 0 , ; ' -
1K 10K 100K 1M 1K 10K 100K 1M 1K 10K 100K 1M
Dataset Size Dataset Size Dataset Size
—e— OpenThoughts3 —e— AM LIMO
—e— Nemotron Nano —— s]1.1  ----- Qwen-2.5-7B-Instruct

Performance on math, coding and science reasoning increases with more generated data

OpenThoughts: Data Recipes for Reasoning Models (Guha et al., 2025)
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Generating Reasoning Data from Base Model with
RL

An interesting “aha moment” of an intermediate version of DeepSeek-R1-Zero

DeepSeek-R1-Zero average length per response during training Question: If a > 1, then the sum of the real solutions of ya — va +x = x is equal to

Response: <think>
& d ce p SRR I( To solve the ezquation Va - Va+x = x, let’s start by squaring both - - -
( a—\/a+x) =x? = a-+Va+x=x%

Rearrange to isolate the inner square root term:
(a-x22 =a+x = d®-2a2+(x¥)2=a+x = x*-2ax?-x+(a?-a) =0

12000 A

10000 4

8000 -

6000 -

[Wait, wait. Wait. That’s an aha moment I can flag here. |

Let’s reevaluate this step-by-step to identify if the correct sum can be - - -
We started with the equation:
Jaz (Tre—+

First, let’s square both sides:
a-Va+tx=x* = Va+x=a-x

R — : ; ; ; Next, I could square both sides again, treating the equation: - - -
0 2000 4000 6000 8000

Steps

Average length per response

4000 A

2000 4

2

L . I . . ) 161
Deepseek-r1: Incentivizing reasoning capability in IIms via reinforcement learning (Guo et al., 2025)
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Code Generation
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Code Instruction Generation

CodeAlpaca-20k T O like WizardCoder: Empowering Code Large Language
Models with Evol-Instruct
[  Text Generation @ English 10K<n<100K
. . . . Ziyang Luo?* CanXu!* PuZhao' Qingfeng Sun' Xiubo Geng!
Dataset card Viewer Files and versions Community @ Wenxiang Hu!  Chongyang Tao! JingMa? Qingwei Lin' Daxin Jiang!t
Microsoft
2Hong Kong Baptist University
{caxu,puzhao,qins,xigeng,wenxh, chongyang.tao,qlin,djiang}@microsoft.com
{cszyluo, majing}@comp.hkbu.edu.hk
#.= WAVECODER: WIDESPREAD AND VERSATILE ENHANCED l Magicoder: Source Code Is All You Need

INSTRUCTION TUNING WITH REFINED DATA GENERATION.

Yuxiang Wei! Zhe Wang? Jiawei Liu' Yifeng Ding' Lingming Zhang'

Zhaojian Yu, Xin Zhang, Ning Shang, Yangyu Huang, Can Xu, Yishujie Zhao, Wenxiang Hu, Qiufeng Yin
Microsoft

{v-zhaojianyu,xinzhang3,nishang,yanghuan, caxu,v-yiszhao,wenxh,qfyin}@microsoft.com {ywei40, jiawei6,yifeng6,lingming}@illinois.edu zhewang20@mails.tsinghua.edu.cn

!University of Illinois at Urbana-Champaign  2Tsinghua University

O https://github.com/ise-uiuc/magicoder

Code instruction data is typically generated by prompting LLMs to create similar coding
problems based on seed examples or to produce code instructions from source code.



Can models understand the execution feedback?

w/o exec. feedback w/ exec. feedback

oy
o©°

HumanEval+
\I
o©°

o)}
o©

ol
o©

DS-Instruct-6.7B MagicCoder-6.7B WizardCoder-33B GPT4

Coding models can only understand the execution feedback
when they were trained to do that

OpenCodelnterpreter: Integrating Code Generation with Execution and Refinement (Zheng et al., 2024)



https://aclanthology.org/2024.findings-acl.762/

Code-Feedback

Single=turn Dataset #Sample #Turn M.T EF H.F
~ Packing 0
CodeAlpaca 20k 20K X X X
Magicoder-OSS-Instruct! 75K 75K X X X
Challengi Interaction
Quae ryenpgot"lg < Slauiation Python-Code-ShareGPT? 23K 23K X X X
Magicoder-Evol-Instruct? 111K 111K X X X
Query[Fi1tering EvolInstruct-Code* 80k 80K X X X
Open-source . Code
" Code Instruction jIP< | Correckion Code-Feedback (Ours) 68K 192K
fEUnangEDatasetsil @ @@ o TR i o i aioue i et G et G e A G R At A et S e o G (i
( Lasttode Single-turn Packing 16K 33.5K X
Similar Problem Interaction Simulation 51K 155.5K
( LeetCode Code Correction 0.5K 1.2K X
IZLg’ LeetCode LeetCode Similar Problem 0.3K 0.65K X
&Lz Follow-Up LeetCode Follow-Up 02K  0.76K X

Data is generated by five methods: 1) pack single-turn data; 2) simulate real user interaction; 3)
correct wrong code generation; 4) similar leetcode problem; 5) leetcode problem follow-up

OpenCodelnterpreter: Integrating Code Generation with Execution and Refinement (Zheng et al.. 2024)
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OpenCodelnterpreter

Implement a Python function to check if a string
o is a valid IPv6 address with regular expressions.

OpenCodelnterpreter
Sure, here is a Python function using Regular : i
Expression (regex) to check if a string is a valid

b d IPv6 address:
©0 **python

#True

EEER  error Traceback (most recent call last)
</> Input In [1], in <cell >
error: nothing to repeat at position 21

I apologize for the confusion. It seems like there
was a mistake in the regular expression pattern.
* Let's correct that. Here is the corrected function:
e " python

#True

</> Execution Result: True

Great! The function appears to be working as
expected now. It correctly identifies the strings

ole “2404:6800:4003:C02::8a"..
Let me know if there's anything else I can assist
you with!

Can you explain the generated regular expression
° in detail and make this function more maintainable?

Submit
° Sure, let me break down the regular expression for 4
LX) you:

}: This & Retry & Undo T Clear
pattern matches an IPv6 address that consists of ..

OpenCodelnterpreter: Integrating Code Generation with Execution and Refinement (Zheng et al.. 2024)
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OpenCodeinterpreter: Results

100
---------------------- s = --- - -GPT4CI
81.1 o e S S B = GPT4
---'--- ------- I--- ----- GPT3.5CI

OpenInterpreter-6.7B OpenInterpreter-33B

O
(S
(o)
~
N
o
oo
=Y

(0 0)
S
~
()]
N

HumanEval Pass@l
S o

mSingle Turn w/ Exec Feedback

mw/ Human Feedback w/ H.F. (Oracle)

Coding performance can be improved with valid feedback. The more accurate the
feedback, the greater the improvement the coding model can achieve

OpenCodelnterpreter: Integrating Code Generation with Execution and Refinement (Zheng et al.. 2024)
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Tool use and Agents
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Toolformer

The New England Journal of Medicine is a registered
trademark of [QA(“Who is the publisher of The New
England Journal of Medicine?”) — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

The name derives from “la tortuga”, the Spanish word for
[MT(“tortuga”) — turtle] turtle.

The Brown Act is California’s law [WikiSearch(“Brown
Act”) — The Ralph M. Brown Act is an act of the
California State Legislature that guarantees the public's
right to attend and participate in meetings of local
legislative bodies | that requires legislative bodies, like
city councils, to hold their meetings open to the public.

The model autonomously
decides to call different APIs

Your task is to add calls to a Question Answering APl to a
piece of text. The questions should help you get
information required to complete the text. You can call the
API by writing "[QA(question)]" where "question” is the
question you want to ask. Here are some examples of AP/
calls:

Input: Joe Biden was born in Scranton, Pennsylvania.

Output: Joe Biden was born in [QA("Where was Joe
Biden born?")] Scranton, [QA(“In which state is
Scranton?")] Pennsylvania.

Input: Coca-Cola, or Coke, is a carbonated soft drink
manufactured by the Coca-Cola Company.

Output: Coca-Cola, or [QA("What other name is
Coca-Cola known by?")] Coke, is a carbonated soft drink
manufactured by [QA("Who manufactures Coca-Cola?")]
the Coca-Cola Company.

Input: x

Output:

Few-shot prompting LMs to
annotate API calls for text

Toolformer: Language Models Can Teach Themselves to Use Tools (Schick et al.. 2023)
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Gorilla

[[omon

‘ PYTORCH

e JSON

GORILLA

Dataset curation: 1,645 API calls. 94 from Torch Self-instruct with in-context This is then used to
Hub (exhaustive), 626 from TensorFlow Hub v2 examples to generate train Gorilla-7B
(exhaustive) and 925 from HuggingFace (Top 20 16,450 {instruction,APl} pairs

in each domain).

API Database
API:StableDiffusionPipelin
e.from pretrained(stabilit
yai/stable-diffusion-2-1)

| API: torch.hub.load(...) u—l—uJ
@ Input: 4
“I want to see . ##t#Task: Generate image
: Information from text
some cats dancing ###Reference API: =

: : Retriever

in celebration!” StableDiffusionPipeline.from_ GORILLA
retrained (...

P ) ]

| Results!

Execution

Zero-shot

Gorilla: Large Language Model Connected with Massive APls (Patil et al., 2024) 170
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GPT4Tools

4 Image Content A Tool Pocket E
| A person is leaning low on their motorcycle <tilames:
on the tracks. <usage scenario>, <arguments>
A person leaning down on a motorcycle as o
i they ride on a track. == %
| A man is nearly sideways while racing a 9
N | mOtorCYCIe around a track. Detection  Generation OCR
A man with a helmet is riding a motorcycle on| | ==
it's side. ‘ A
motorcycle: [179.44, 105.55, 411.64, 220.7] =
person: [136.26, 77.72, 356.95, 124.75] / \"
\ Caption Pose j
N2
| @  ChatGPT ]
v
Instruction Dataset Instruction é)m;d},)
Instruction: use a tool?
Prefix Prompt. 'g‘JJ
Human: Provide an image named <image> &I Iil <

Description: <image content>
AI: Received

New input: <user input>

Language
Suffix Prompt. Model
Response:

Thought: Do I need to use a tool? Yes
Action: <tool name>
Action Input: <arguments>

\Observation: <output image> /

Response

GPT4Tools

A |

Instruction Response

I
‘ User

Prompt ChatGPT with image
title, content and definition
of tools to obtain a tool-
related instruction dataset

Include training cases that
instruct models when to use
or avoid using tools.
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TooLLLM

4 I
______ Data Construction & Train & )

— - 5 - omn-
API Instructlon Solut:on Path . API Retriever  Retrieved APIs
Collection Generation Annotation TNy o

A o
: Instructions & relevant APIs o ( 2
| ; i ToolBenc %

Q Rapidari E@ (,% e
= ol @

9 RapidAPI API Retriever TooILLaMA LLaMA @] ToolEval D
Scaling up the Instruction Generation: Prompt Response generation: Use
potential APl/tools ChatGPT to generate instruction for ChatGPT to search for a valid

to 16,000+ single-tool and multi-tool usages solution path (chain of APIs)
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ToRA: Tool-Integrated Reasoning

Problem: Suppose that the sum of the squares of two complex
numbers x and y is 7 and the sum of their cubes is 10. List all
possible values for x + y, separated by commas.

We are given that x% +
y?=7and x3+y3 =
10. We can factor x3 +
y3 toget (x + y) (x2 —
xy + 2.

Thus, we can write

10 = (x +y)(7). It
follows that x + y must
divide 10.

The only possibilities
are thatx + y is

1,2,50r 10. X
Q.
S

Rationale

(a) Rationale-based

’

\

import math

def solution():
x = symbols('x’), y =symbols('y"')
X**2+y**2=7
x**3+y**3=10

x = (-1 + math.sqrt(17))/ 2
y = (-1 - math.sqrt(17))/ 2

# Get all possible values for x+y
result =[x +y, -x-y]

"3 >>> SyntaxError: cannot assign to

expression.

X

Program

@

(b) Program-based

Let’s use "Sympy " to calculate and print all
possible values for x + y,

def possible_values():
X, y =symbols('x y’)
eql =Eq(x**2 +y**2,7)
eq2 =Eq(x**3 +y**3, 10)
solutions =solve((eq1,eq2), (x, y))
sums = [simplify(sol[0] + sol[1]) for sol in
solutions]
return sums
print(possible_values())

@ >>>[5-51,1,4,4]

Removing duplicates, the possible values for
x + y are \boxed{-5, 1, 4}.

R ‘?

c@g

Rationale .
Reasoning

ToRA: A Tool-Integrated Reasoning Agent for Mathematical Problem Solving (Gou et al., 2024)

rfrom sympy import symbols, Eq, solve, simplify‘

L£]

04
Ip)

(c) Tool-integrated

(Format used by ToRA)
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ToRA: Tool-Integrated Reasoning

@D Imitation Learning

Tool-integrated Reasoning ToRA-Corpus
A Fine-tune
v Valid Trajectories Lo
Problem = I‘(ﬂ@ Rationale | ——— wse S OC,b
ool »
¥ LLM — M

@ Output Space Shaping Valid Trajectories

OO0 OO0 =
- > — ™ Fine-tune
Problem _’Eg"ﬂ; Rationale —‘O—»O—bO f . x-‘ P 40—»0—» W, . = O@',O

i ] @‘C
gcP | Output [ Rationale T -
'O — — oRA
o® M \O"O"O - o W /
m— ‘¢ a9y’ O-O-0 —
Output Sampling Teacher Correction

Figure 3: Training TORA contains two steps. @ Imitation Learning: Prompt LLMs like GPT-4 to
generate Tool-integrated Reasoning trajectories (TORA-CORPUS) and use this corpus to fine-tune a
model M; @ Output Space Shaping: Sample diverse tool-use trajectories with M, keep the valid
ones, correct the invalid ones with a teacher model M, and retrain M on the union of sampled valid
trajectories, corrected ones, and the initial TOR A-CORPUS to obtain TORA.

ToRA: A Tool-Integrated Reasoning Agent for Mathematical Problem Solving (Gou et al., 2024) 174
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AgentTunmg

Held-in Tasks Il S B Sy i ST s e 2
Trajectory 1

B Thought: I should
first list all the
E tables, then ..
= Action: SHOW TABLES;

I More Agent Tasks
)

2
Digital ﬁ

—-— Train set
= — »

Operatlng Database

I I
| |
I I
I I
| |
Sy stem I Instruction Action: INSERT INTO .. | Card Game .
Task | oonoration % oo X : E> g~ Daily Computer
E|==I:I % A 1 Reward: 0.
@) Derlvatlon: | | ‘ Tasks
¢ — Trajectory 2 ~l=
Web Knowledge | (patabase) y L ' i
S 5 — | Wiki QA
Navigation Graph | Grade students e I
- Self- : over 60 as tion: USDATE | AgentLM (ﬂ_
PASS in the students SET grade = H ¢
@ i dnstruct | ere. e e ores | g ‘ Science
| 60; ! Web Experiments
Web House \ Reward: 1.0 J ) : P
: i S S R . Interaction
Shopping Holding
Agentinstruct AgentTuning
A 5 T
Held-in Tasks _ gpt-4 1= — 4.4
g claude { 1: ——— .7
3 gpt-3.5-turbo {7 u—2.55
= text-davinci-003 ,:—%2.10 AP
5 claude-instant {*——1.90 i
3 text-davinci-002 1™ a0 =
—l i 1 text-bison-001 ':7115319
- chatglm2 it ol
7B 13B 70B GPT-3.5 openchat.13b : a5
A 76 wizardim-30b 'o0s83
o Held-out Tasks ] vicuna-13b 4! 0.62
8 wizardim-13b {-!-0.59 Open-sourced
@ e 11 LLMs
= wizardcoder-15b - 0.p1
g dolly-v2-12b {-0.15
(e} ﬁ ’_‘ H oasst-sft-4-12b 0.07
1Avg:0.42 g:2.24
138 708 GPT-35 B 3 5 g B
o GPT35 O Llama 2 (chat) 0O AgentLM (Ours) AgentBench Overall Score
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Example

User:

(D Find the sum of the reciprocals of the roots of
SxA2-13X+4=08.

Assistant:

@ To find the sum of the reciprocals of the roots
of the quadratic equation $xA2-13x+4=08 [...]
<execute>
import sympy

@ X = sympy.Symbol('x"')

roots = sympy.solve(x**2 - 13*x + 4)
print(l/roots[0] + 1/roots[1])

</execute>
Env:
@) vG*sart(17)/2 + 13/2) +1/(13/2 - 3*sqrt(17)/2)
Assistant:
The roots obtained are in symbolic form, which
@ makes it difficult to evaluate the sum directly.
Let's use the quadratic formula to explicitly
find the numerical values of the roots first.
[..]

CodeActinstruct

CodeAct

unified action space

\ %

Environment

Software Interface (API)

Interface for Computer
rg] Information Seeking
(e.g., Web search, Browsing)
-+ Software Package (Tool)
X= (e.g., Calculate, Download, Visualize)
External Memory
=1l (e.g., Database, Graph)
(]

Interface for Physical World

Robots
(e.g., Household Robots, Automated Lab)

[.]

Outcome
E.g., Execution results,
Automated error feedback

@) Action
/N

=) Agent
/N

(@ Think
r

~
@ Planning

+ Chain-of-thought

- Self-Reflection

- Improving Action from
Prior Observation

J

(@ Observation

Conversation
in Natural Language

\

N

4

— User <—start

Initiate Interaction

Conversation
E.g., Natural Language
Instruction or Feedback

Use executable Python code to consolidate LLM agents’ actions into a unified action space

Executable Code Actions Elicit Better LLM Agents (Wang et al.. 2024)
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Agent-E

Trajectory Collection Thought Completion
missing
in record
() ((2)
' &
B' step
thought =% thought

PC Tracker

click (670, 537)  click (670, 537)

312 trajectories action action

0% Trajectory Boost @ @® @
(@) ¥ Claude ‘e 00

50% 312 human more diverse

= trajectories action decision
40% $ Thought

mpletion
i [T Claude 3.7 Sonnet ————— 36.0% Co p etio
30% —_—
20%
14.9%
10% 141%1
I 4 raw human
0% .
Qwen2.5-VL PC Agent-E trajectory

Efficient Agent Training for Computer Use (He et al.. 2025)

Trajectory Boost

)

single action decisions

l
e

diverse action decisions

Trajectory
Boost
T

human trajectory
with thoughts

Q thought
4 oug

observation - - -

PC Agent-E

Traj Tree

Agent Training

—— Wl
action
computer

(:) screen state

o human action
(w/0 thought)

O human action decision
(w/ thought)

Claude action decision
(w/ thought)
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Multilingual and Multimodal



NLLB: Scaling Machine Translation

[

=== NLLB Seed ‘ |- FLORES-200
. “
®£8 PublicBitext —> LASER3 ——> Mined —> NLLB-200 ——> !, Toxicity-200
Bitext Model
_& Monolingual a Human
== Data Evaluation
N Language ldentification
& Cleaning

% Mixture of Experts BCICk.TrGﬂS|O’[IOﬂ
Curriculum Learning as a important

Self-Supervised Training data generation
method

-

B Model M Dataset

Scaling Neural Machine Translation to 200 Languages (NLLB Team, 2024) 179
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Figure 36: Comparison of only MMT vs MMT+SSL Multitask Performance on
aggregate over Into English and Out of English directions, whe
of data. We compare on chrF++ scores. We observe that as we

Ir MmMT In MMT+SSL

ouU
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chrf4+-+

40

30

&
o

$ &
S S
4
< g

R
(c) xx-yy pairs

trained on different sources

add more and more data

from mining and/or backtranslation, we start to see diminishing improvements from the

SSL task.

Scaling Neural Machine Translation to 200 Languages (NLLB Team, 2024)

180


https://www.nature.com/articles/s41586-024-07335-x

LLaVA: Visual Instruction Tuning

Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking area

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a trip
Some people with luggage near a van that is transporting it.
Context type 2: Boxes a
person: [0.681, 0.242, 0.774, 0.694], backpack: [0.384, 0.696, 0.485, 0.914], suitcase: ...<omitted>

Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV) ...<omitted>

Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There
are three people in the scene, with one person standing closer to the left side of the vehicle, another
person in the middle, and the third person on the right side. They are all working together to pack
their luggage into the SUV for a trip. ...<omitted>

Response type 3: complex reasoning

Question: What challenges do these people face?

Answer: In the image, a group of people is standing outside a black SUV in a parking area,
surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the
challenge of fitting all their luggage into the black SUV. There are multiple suitcases and backpacks
to be packed, which suggests that the group has a significant amount of belongings ...<omitted>

Visual Instruction Tuning (Liu et al.. 2023)

(i) Captions typically
describe the visual scene
from various perspectives;

(i) Bounding boxes localize
objects in the scene

Design three different
response types:
conversation, description
and reasoning

A few manually designed
examples serve as the
seed prompts for GPT-4.
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Visual input example, Extreme Ironing:

User
LLaVA

User
LLaVA

Source: https: //www.barnorama. con/wp- content/uploads/2016/12/03-Confusing-Pictures. jpg

‘What is unusual about this image?

The unusual aspect of this image is a man ironing clothes on the back of a minivan or
van. This is not a typical place to perform this activity, as one would usually iron clothes
in a more stationary and safe location, such as a home, using a regular ironing board.
The scene depicted in the image is peculiar as it involves a makeshift ironing setup on a
vehicle, which can be both unsafe and unconventional. Additionally, it is not clear how
the man is able to maintain balance and stability while ironing clothes in such an unstable
environment.

[Start a new conversation, and clear the history]

‘What’s happening in the scene?

The image depicts a man standing on top of a yellow SUV in a busy city street. He is
holding a portable ladder, seemingly ironing clothes while standing on the vehicle. Around
the scene, there are other cars, a traffic light, and a fire hydrant. Additionally, there are
two other people in the vicinity, one close to the man on the car and another further away.
The man on the ladder appears to be attracting attention due to his unconventional choice
of ironing his clothes on top of a moving car. The city street around him is bustling with
activity, adding to the unique nature of the scene.

Visual input example, Chicken Nugget Map:

User
LLaVA

Sometimes | just look at pictures of
the earth from space and | marvel at
how beautiful it all is.

Can you explain this meme in detail?

The meme in the image is a creative and humorous take on food, with a focus on chicken
nuggets, as the center of the universe. The meme begins with the phrase "Sometimes I just
look at pictures of the Earth from space and I marvel at how beautiful it all is..." The main
image features a tray of cooked chicken nuggets, with the chicken pieces positioned to
resemble the continents and islands on a world map. The meme playfully suggests that the
chicken nuggets represent the Earth, and the various locations depicted in the photo are
actually chicken nugget versions of different places. The punchline of the meme appears
in smaller text at the bottom, reading "I mean, it’s not the real Earth, but how beautiful it
is all is." This lighthearted and entertaining meme combines food and humor, using the
image of chicken nuggets to create a funny and imaginative representation of the world.

User
GPT-4 [ 7]

Can you explain this meme?

This meme is a joke that combines two unrelated things: pictures of the earth from space
and chicken nuggets. The text of the meme suggests that the image below is a beautiful
picture of the earth from space. However, the image is actually of chicken nuggets
arranged to vaguely resemble a map of the world. The humor in this meme comes from
the unexpected juxtaposition of the text and the image. The text sets up an expectation of a
majestic image of the earth, but the image is actually something mundane and silly.

User
GPT-4 [ 7]

What is unusual about this image?
The unusual thing about this image is that a man is ironing clothes on an ironing board
attached to the roof of a moving taxi.

User
BLIP-2

Can you explain this meme in detail?
sometimes i just look at pictures of the earth from space and marvel how beautiful it is

User
OpenFlamingo

Can you explain this meme in detail?
It’s a picture of a chicken nugget on the International Space Station.

User
BLIP-2

What is unusual about this image?
a man is sitting on the back of a yellow cab

User
OpenFlamingo

‘What is unusual about this image?
The man is drying his clothes on the hood of his car.

Visual Instruction Tuning (Liu et al.. 2023)

LLaVA can generate very detailed
and human-readable responses
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Pangea: 6M Synthetic Instructions in 39
Languages

Pangealns: 6M Multilingual Multimodal Instructions for 39 Languages

Cultural (1.5M)
% LAION-Culture (1.5M)

Domain-spec (60K)
+ Llava-Med-Zh (60K)

Text Only (820K)

% Code-Feedback (50K)
% NuminaMath (150K)

% OpenHermes-2.5 (620K)

Distribution of Multilingual Training Samples

English
2.5M
(40%)

Cultural Samples

92%

42%

Language

1.5M
Multi Gl
3.7M Translation
(60%) (11'3\/':) Open-source
™M
(17%)
2 7%
B Latin
mmm Cyrillic
e [ Arabic
Logographic
36% Dravidian
Others
U?'k : :
¥5%5F%

General (3.4M) Doc/Chart (325K) &)
% ALLaVA-4V (13M) &g - ChartQA (45K)
« LVIS-Instruct4V (350K) ¢ Doc-VQA-Fr (10K)
% Cambrian (1M) % Table-VQA-Fr (16K)
% Llava-Multilingual (280K) || % Viet-Doc-VQA (116K)
% PALO (100K) % Viet-OCR-VQA (137K)
% ShareGPT-40/4V (233K) = =
% GQA-ru (40K) Caption (100K aadf
% MTVQA (6K) % LAION-GPT4V (17K)
% NLVR2 (93K) % STAIR-Captions (83K)
500000 4
§ 400000 4
Q.
g 300000
(%2}
‘G 200000 =X aax L, a5
H#* [ 27% 30% 29%
100000 - o . e
0 OT% o B T 010 B o2 [ 02% z : 8% S
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Translation

Culture-aware Synthetic Data

Open Data

Pangea: A Fully Open Multilingual Multimodal LLM for 39 Languages (Yue et al.. 2025)
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Step 1: Selecting Culturally Diverse Images with LLMs
& M LLM Scoring

U Informativeness

Rate the following alt text on a
scale from 1 to 5 based on its
quality in describing the image...

U Topic Classify

|
|
1
|
|
|
|
|
|
1
: Assign a category to the alt text
|
|
1
|
|
1
|
|
|

)
ELABMA | Meat Love AR XIMA RESE
BEH7 FEENREREIN! - F6RE

KOREAN BBQ RESTAURANT
M %3 smestovetapesARONEHI

based on its content. Choose
from the following categories...

U Country Classify
Decide ifthe alt text is related to
a specific country’s culture...

—— e ]

Alt Text: &ILIE&EERA | Meat Lovelg K&
NIER BEERARE ITEE/NZERZ
E|8a! (Taipei Xinyi BBQ | Meat Love Oak
Charcoal BBQ — Korean BBQ up to 30%
off! Unlimited free side dishes!)

Informativeness: 4 Topic: Cooking and Food Country: Korea
Select images with informative text Balance domains and topics of images Select culturally relevant images

Pangea: A Fully Open Multilingual Multimodal LLM for 39 Lanquages (Yue et al.. 2025) 184
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Step 2: Recaptioning Multicultural Images

E -~-- iy X A o
- L "2 a'

/Alt Text: EBTAX=—ZFDEEDZ(X )
[ZWVBOF e TAR=Z— A IN=—DHE
32 CEO

(President and CEQO of The Walt Disney

~

Caption w/o Alt Text: BE{&(Z(d., BELVR—V %L
FRDIYIERT. R34 LTULVENBEA, X
ERWOER DRI >TLAHFFNBR->TIVET,
Z DX ... (The image features a man in a dark suit,
light blue shirt, and no tie, standing in front of a large

model of a castle. The castle ...)

. s

/Recaption with Alt Text: B{&IZIE. D4 /LE-To \
Z—BIIN=—DPHEFCEO W LTI R=—F>

F OBE ORI >TOAHFFAR->TLVET . S
[CIEBEONGETST—TLUDAVIMNENOTLVE
9, (The image features the President and CEQ of

The Walt Disney Company standing in front of a

model of Shanghai Disneyland. In the background,

\Com,oany by a model of Shanghai Disneyland) )

\vibranz‘ floral arrangements ...) /

Pangea: A Fully Open Multilingual Multimodal LLM for 39 Languages (Yue et al.. 2025) 185
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Step 3: Generating Multilingual Instructions

Recaption with Alt Text: B{&IZ(X, DA )Ll To X =—H/N\=—D# £FCEO N
LT R =—52F OBBORIIL > TS HRFHAB->TOET, BRICIEBE OO,
BIZTD—TLUIDAMMILEMN>TULNET , (The image features the President and CEO
of The Walt Disney Company standing in front of a model of Shanghai Disneyland. In
the background, vibrant floral arrangements ...)

D, = F, (O (Prompt,(D);6)) < L Prompta LLM to generate data

Prompt_: Generate two instruction-response pairs based on the visual content of an
image. The language should be in , the same as the caption text...

. Instruction: BE& D h D BiEA( R Response: ZCIZT5, EFTAA=—S5UFKDFE |
|z iTo T B AELNAENRE—F44E BOLLETILORITESA L DR BIGEREZ | |
: B LAY, BTEHLZ . KERRICEVWET ... (lam truly |

honored to stand here and share this special !
| (Imagine a speech the man in the image  moment with you in front of this magnificent !
. might be giving during the event.) model of Shanghai Disneyland...) |

_____________________________________________________________

Pangea: A Fully Open Multilingual Multimodal LLM for 39 Languages (Yue et al.. 2025)



https://openreview.net/forum?id=a3g2l4yEys

Pangea: SOTA fully-open multilingual multimodal LLM
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English Performance

Pangea: A Fully Open Multilingual Multimodal LLM for 39 Lanquages (Yue et al.. 2025)
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https://openreview.net/forum?id=a3g2l4yEys

Questions?
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In this tutorial we will cover

Q 5:00pm: Limitations and open questions [Yizhong]



Limitations and Open Questions
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Tutorial Summary

e Motivation

o Why do we need synthetic data?
o What is “high-quality” synthetic data?

e How do we get the data?

O

O O O O O

Sampling-based generation
Back-translation
Transformation of existing data
Human-Al collaboration
Symbolic generation

Data filtering
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Tutorial Summary (cont'd)

e How do we use the synthetic data?

O O O

O

Pretraining

Supervised finetuning
Reinforcement learning
Evaluation & Analysis

e Scenario-specific applications

O

©)
©)
©)

Reasoning

Code generation

Tool use & agents
Multilingual & multimodal
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Limitations and open questions
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Limitations and open questions

1. Synthetic data vs real-world data
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Synthetic vs Real-world data

® Real-world data refers to data produced by real users as they
interact with a real product or service.
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Synthetic vs Real-world data

® The size of real-world user interactions is increasing fast!

OpenAl Newsroom %

Fresh numbers shared by @ \a earlier today:
300M weekly active ChatGPT users
1B user messages sent on ChatGPT every day

1.3M devs have built on OpenAl in the US

}-345.9K

Sundar Pichai

The world is adopting Al faster than ever before.

This time last year we were processing 9.7 trillion tokens a month across
our products and APIs.

Today, that number is 480 trillion. That’s a 50X increase in just a year. @

Monthly Tokens Processed
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Synthetic vs Real-world data

e There is still a significant gap in size, diversity, &
distribution!

Synthetic datasets

197

Real-world usage of models



Synthetic vs Real-world data

e Fundamentally, they are produced differently.

2 % &

m _________________________ - .\ Demoontie

Synthetic datasets
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Real-world usage of models



We need to better understand real-world usage

e Anthropic Clio [Tamkin et @

Top use cases on Claude.ai

.2024]

10.4%

Web & Mobile App
Development

5.7%

Business Strategy
& Operations

9.2%

Content Creation &
Communication

4.5%

Language
Translation

7.2%

Academic
Research & Writing

3.9%

DevOps & Cloud
Infrastructure

71%

Education & Career
Development

3.7%

Digital Marketing
&SEO

6.0%

Advanced AI/ML
Applications

3.5%

Data Analysis &
Visualization
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https://arxiv.org/abs/2412.13678

We need to better understand real-world usage

Anthropic Clio [Tamkin et al.. 2024 ]

Open data: WildChat [Zhao et al.,. 2024]

Open data: LMSys-Chat-1M [Zheng et al.. 2024]
Open-source tool for analysis: EvalTree [Zeng et al.,
2025]

e More data and studies are needed to understand the
long-tail usage & emerging demands.
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https://arxiv.org/abs/2412.13678
https://arxiv.org/abs/2405.01470
https://huggingface.co/datasets/lmsys/lmsys-chat-1m
https://arxiv.org/abs/2503.08893
https://arxiv.org/abs/2503.08893

How does synthetic data compare to real data
in terms of quality?
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How does synthetic data compare to real data
in terms of quality?

e In a controlled setup, synthetic data still underperform
real data (if available) [Geng et al.. 2024].
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https://arxiv.org/abs/2406.05184

How does synthetic data compare to real data

in terms of quality?

e |n a controlled setup, synthetic data still underperform

real data (if available) [Geng et al., 2024].

e Analysis shows synthetic data often contains generator

artifacts and distort class-level visual content.

Test Set Image

Retrieved Real Images

Generated Synthetic Images

“Airbus A320”

“Tabby Cat”
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https://arxiv.org/abs/2406.05184

How can we measure the quality of data?

e Quality control is a critical step in classic data pipeline
[Daniel et al.. 2018]

e Many synthetic datasets from the community do not
implement quality checks.
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https://arxiv.org/abs/1801.02546

How can we measure the quality of data?

e There are two common proxies for synthetic data
quality:
o Better downstream performance of the trained model implies
better quality of the data.

o Distilling from stronger generation models (e.g., GPT4)
produces data of better quality.
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How can we measure the quality of data?

e Both of them are not always true, as there are many
moving factors in the generator, data, and downstream
tasks [Kim et al. 2025].
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https://arxiv.org/abs/2412.03679

Ideally, we also want to measure instance-level

quality

Reward models

LLM as a judge

Rule-based verification

Decomposition [Min et al., 2023; Li et al.. 2024]
However, building a generalist verifier is hard! [Sutton,
2001]
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https://arxiv.org/abs/2305.14251
https://arxiv.org/abs/2405.15329
http://incompleteideas.net/IncIdeas/Verification.html
http://incompleteideas.net/IncIdeas/Verification.html

Limitations and open challenges

2. The scaling of synthetic data
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Synthetic data is scaling up

e Al models will be trained on increasing amount of
model-generated data, inevitably.

o Model builders intentionally add them.
o Model-generated content populates on the Internet.
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Synthetic data is scaling up

e Al models will be trained on increasing amount of

model-generated data, inevitably.

10T

1T~

100B -

10B -

1B

10M -

I I I

I I I I | I
<2013 2014 2016 2018 2020 2022 2024

Source Category

— Encyclopedias
Code

— Government
Academic Papers

— News Sites
— Synthetic
Social Media

— General Web
Books
— Human Partic.

The cumulative size of text data from different sources for post-training LMs

[Longpre et al.. 2024]
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https://arxiv.org/pdf/2412.17847

What will be the outcome?
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Model collapse?

e Al models collapse when trained on recursively
generated data [Shumailov et al., 2023].

Probable events are overestlmated

Sevents are[lEE SR

Finite sampling / \ Approximate fitting

/ ‘

‘\ Data”,,\ Model n
ke /

S

< 2 <

Probable events poison realit
S shrink over time 212


https://www.nature.com/articles/s41586-024-07566-y

Model collapse or self-improving?

e Al models collapse when trained on recursively
generated data [Shumailov et al.. 2023].

e Al models can self-instruct [Wang et al.. 2022],
self-improve [Huang et al.. 2022], self-refine [Madaan
et al.. 20237, self-reward [Yuan et al.. 20241, etc.
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https://www.nature.com/articles/s41586-024-07566-y
https://arxiv.org/abs/2212.10560
https://arxiv.org/abs/2210.11610
https://arxiv.org/abs/2303.17651
https://arxiv.org/abs/2303.17651
https://arxiv.org/abs/2401.10020

Model collapse or self-improving

e Al models collapse when trained on recursively
generated data [Shumailov et al.. 2023].

wWhat makes the difference?

\/

e Al models can self-instruct [Wang et al.. 20227,
self-improve [Huang et al.. 2022], self-refine [Madaan
et al.. 20237, self-reward [Yuan et al.. 2024], etc.
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https://www.nature.com/articles/s41586-024-07566-y
https://arxiv.org/abs/2212.10560
https://arxiv.org/abs/2210.11610
https://arxiv.org/abs/2303.17651
https://arxiv.org/abs/2303.17651
https://arxiv.org/abs/2401.10020

Bringing in additional information

e Human selection, editing, & supervision.

e Human prior in the generation pipeline design.

o E.g., prompts, principles for filtering, etc.
e Grounded documents, retrieved information, tool results.
e Rewards from interacting with environments.
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Bringing in additional information

Human selection, editing, & supervision.

Human prior in the generation pipeline design.

o E.g., prompts, principles for filtering, etc.

Grounded documents, retrieved information, tool results.
Rewards from interacting with environments.

Can we synthesize new information that is useful? (i.e,
new knowledge discovery)
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Limitations and open challenges

3. Licensing & copyright
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The licensing of synthetic datasets is tricky
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The licensing of synthetic datasets is tricky

e Ultrafeedback as an example: A widely-used synthetic
preference dataset with MIT license [Cui et al.. 2024]

= Datasets: @openbmb/UltraFeedback © <like 375 Follow B OpenBMB 1.4k

Tasks: Text Generation  Modalities: Text Formats: {} json Languages: English
Size: 10K-100K  ArXiv: [ arxiv:2310.01377 Libraries: & Datasets M Dask @ Croissant +1

License: ™ mit
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https://arxiv.org/abs/2310.01377

The licensing of synthetic datasets is tricky

e The dataset might be transformed from other less
permissive datasets.

Source datasets of Ultrafeedback License
evol_instruct MIT
false_qa Unclear
flan Apache 2.0 only for generation code
sharegpt Unclear
truthful_qa Apache 2.0
ultrachat MIT
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The licensing of synthetic datasets is tricky

e A lot of generations rely on distillation-unfriendly
models.
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Distillation-friendly model

DeepSeek ToS

“You may apply the Inputs and Outputs of the Services to a
wide range of use cases, including personal use, academic
research, derivative product development, training other
models (such as model distillation), etc. ”

Quoted as of 07/22/2025 222


https://cdn.deepseek.com/policies/en-US/deepseek-terms-of-use.html#:~:text=You%20may%20apply%20the%20Inputs%20and%20Outputs%20of%20the%20Services%20to%20a%20wide%20range%20of%20use%20cases%2C%20including%20personal%20use%2C%20academic%20research%2C%20derivative%20product%20development%2C%20training%20other%20models%20(such%20as%20model%20distillation)%2C%20etc.

Distillation-unfriendly models

OpenAl ToS

“You may not use our
Services for any illegal,
harmful, or abusive
activity. For example,
you may not:

Use output to
develop models that
compete with
OpenAl.”

Quoted as of 07/22/2025

Anthropic ToS

“You may not access
Or use our services

To develop any
products or services
that compete with our
Services, including to
develop or train any
Al or ML algorithms
or models or resell
the Services.”

Gemini APl ToS

“You may not use
the Services to
develop models
that compete with
the Services (e.g.,
Gemini API or
Google Al Studio).”
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https://openai.com/policies/row-terms-of-use/#:~:text=Use%20Output%20to%20develop%20models%20that%20compete%20with%20OpenAI.
https://www.anthropic.com/legal/consumer-terms#:~:text=To%20develop%20any%20products%20or%20services%20that%20compete%20with%20our%20Services%2C%20including%20to%20develop%20or%20train%20any%20artificial%20intelligence%20or%20machine%20learning%20algorithms%20or%20models%20or%20resell%20the%20Services.
https://ai.google.dev/gemini-api/terms#:~:text=You%20may%20not%20use%20the%20Services%20to%20develop%20models%20that%20compete%20with%20the%20Services%20(e.g.%2C%20Gemini%20API%20or%20Google%20AI%20Studio).

How can model providers enforce the rules?

e It’s not clear about the ownership/copyright of
Al-generated content [more guidelines from US
Copuyright Office].

e Technically, how can we detect whether one model’s
outputs are used to train another model?

e This may leave the practices of synthetic data chaotic
and at your own risks.
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https://www.copyright.gov/ai/
https://www.copyright.gov/ai/

Summary of open questions

e Synthetic data vs real-world data

o Diversity & distribution: understand the richfulness of
real-world data and close the gap.

o Quality: develop quality checks/validation methods to
promote high-quality data.

e The scaling of synthetic data

o Bring in additional information in model self-improving, and
avoid model collapse.

e Licensing & copyright

o Call for lawful guidance on the use of synthetic data, and the

community for technical innovation and ethical practice.
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Questions?
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In this tutorial we will cover

—

5:30pm: End

—



Q&A



